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Dear Participants,  

In our journey of promoting 100% Renewable Energy, we have arrived the 

10th stop where we shall again share our research results and other 

achievements.  

Every day we are discovering and practicing the good quality of renewable 

energies. The genie is out of the bottle. It is time to use the good quality of 

human beings to guide this opportunity effectively to the destination. The 

qualities of human beings can play its role if the individuals and countries 

talk together and define problems correctly and find solutions that can be 

implemented.  

Renewable energy resources at each corner of the atmosphere are ready to 

be converted to electricity and process heat locally when needed. Kinetic 

energy of the moving air, chemical energy stored in biomass, heat and light 

of the sun and geothermal resources are available all over our planet earth 

free of charge. As the main energy source of living space on earth, sun and 

its derivatives were available before, are available today and will be availa-

ble in the future. 

Global support provided for the renewable energy made the market penetra-

tion of renewables possible. Today wind and solar energy became the 

cheapest way of producing electricity in many parts of the World. 

Cities and countries who are trying to reach 100% renewable energy mix 

are working on preparing the infrastructure necessary to be able to supply 

more renewable energy for industry, transportation and buildings by smart 

grids and renewable energy storage systems. 

Since renewable energy is available at every corner of our atmosphere, 

Community Power (the involvement of the local people individually or 

through their cooperatives and municipalities in the decision making pro-

cess and ownership of their energy production facilities) is becoming the 

most effective approach for transition to 100% renewable energy future. 

During IRENEC 2020 we shall share and learn from the global experiences 

on difficulties, barriers, opportunities and solutions for transition to 100 % 

renewable energy societies and make our contribution to Global Transition 

to 100% Renewable Energy. 

Best Regards, 

Tanay Sıdkı Uyar 

Conference Chair, IRENEC 2020 

President, Renewable Energy Association of Turkey 

(EUROSOLAR Turkey) 
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Importance of Energy Storage Systems in Future Energy 

Infrastructure and Critical Application Areas 
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1 Smart Infrastructure / Digital Grid, SIEMENS A.S, Istanbul, Turkey 
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Abstract. Energy infrastructure will be transformed into a whole new order. 

The main reason for this new order is that climate change has reached a very 

dangerous level. This danger has made renewable energy a necessity, not a 

choice. In this arrangement, the existing control and protection structure will 

not be sufficient. Energy Storage Systems (ESS) will play a critical role in sus-

taining this new structure and providing a secure and economical energy. In re-

cent years, reductions in the costs of energy storage systems have made it pos-

sible to use this technology. However, in a power system where wind and solar 

energy are integrated, energy storage will not be an option but will be a tech-

nical necessity. This requirement will manifest itself in every field. Energy stor-

age systems have different uses in energy transmission systems, energy distri-

bution systems and industry.  

The purpose of this paper is to express the maximum benefit that energy storage 

systems can generate in related areas and in some cases, demonstrating this 

benefit with the help of power system analyses and site measurements. The re-

sults are clearly showing that Energy Storage systems will play a very critical 

role in transition to 100% Renewable Energy. 

Keywords: Energy storage, power system analysis, measurements, transmis-

sion, distribution, industrial 

1 Introduction 

The transition of electrical energy to renewables continues rapidly. This transition 

causes different operational difficulties in energy generation, transmission and distri-

bution, and requires faster and automatic control of energy quality. At this point, en-

ergy storage systems offer the technology that makes all these problems manageable. 

Just like in wind and solar power plants, it will be expected from the energy storage 

systems to have similar responses to conventional power plants. Depending on the 

bidirectional inverter system structures and fast response times, it is estimated that 

unique features will be expected from energy storage systems. 

In the energy structure of the future, energy storage systems will not manifest 

themselves in just one area. They will be integrating to transmission system to com-



4 | P a g e  

 

pensate rapid power and voltage changes that may occur in renewable energy integra-

tions. They can also be used to help frequency regulation during severe faults. In dis-

tributions system they can be used to regulate the fast and high voltage changes that 

will occur in high amount of renewable energy integration at the end of feeders, and 

to enable Microgrids for an uninterruptable supply. The industrial plants have goals of 

being a carbon neutral company. In order to achieve this goal and in order to contrib-

ute to clean energy, they are also planning to use storage systems together with re-

newables, in order to eliminate fluctuating power at point of coupling to the grid. For 

industrial plants, renewable may also be integrated without the necessity of meeting 

the grid regulations and can be within the framework of “Unlicensed Energy Genera-

tion Regulations”. In that case, all energy produced by renewables should be con-

sumed in the plant. 

The benefits of using energy storage systems for transmission and distribution sys-

tems have been investigated in many studies [1]. Since energy storage systems have 

the ability to reduce peak load, it is known that they can create significant decreases 

in energy costs. Especially for diesel generators used in the islands, they can be an 

excellent alternative with renewable energy systems [2, 3]. The price of lithium-ion 

batteries has fallen by about 80% over the past five years [4]. This puts energy storage 

systems in a feasible position. We can expect them to be included in our entire energy 

system at a rate similar to the integration speed that occurs in renewable energy. The 

cost of different type of storage systems and performance characterization are also 

investigated in some studies [5]. Energy storage systems provide tools to overcome 

the technical and economic obstacles pursued in the wide-ranging integration of sus-

tainable energy sources [6].  

2 Energy Storage Systems 

Energy Storage Systems will have a very important role in the energy structure of the 

future. It can be considered as a large-scale battery with full control, with X MVA 

power, capable of providing X MW or X MVAR very quickly, with control modes 

that can vary according to requirements. It can address transmission, distribution sys-

tem and industrial facilities. It is irreplaceable for more renewable integration. Com-

pared to conventional generators, they offer a much wider range of working area for 

the same amount of power. 

They have many critical application areas such as; Integration of renewables, off-

set-diesel generation & islands, T&D expansion deferral, frequency regulation, peak-

load management, power quality and critical power for industrial plants. They have 

also additional benefits like; Maintaining adequate spinning reserve to ensure grid N-

1 reliability, maximizing renewable generation with DC-coupled Energy Storage, 

ensuring digital inertia, minimizing energy costs and optimizing Microgrids.   
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Fig. 1. Comparison of working structures and working area of Energy Storage Systems and 

Conventional Power Generation units. 

3 Transmission System Applications 

It is reported in the IEC documents that high capacity energy storage systems will be needed in 

the case of high integration of renewable energy [7]. Especially when replacing conventional 

power plants, because source is fluctuating, there will be more rapid changes in load flow. This 

impairs the smoothness of the power. Energy Storage systems will be compulsory system com-

ponent to increase harmony and smoothness with renewable energy generation. 

Beside this, the grid function can be better if you take a leading-edge resource like battery-

based energy storage and make it 60 times for responsive than current standard and 2000 times 

more responsive than traditional flexible power generation [8]. This is what today’s advanced 

energy storage systems can do. This is also a requirement and not a choice, since grids are 

increasingly dominated by renewables with fluctuating outputs. The response time may reach to 

150 ms [9]. The human eye takes around 300-400 ms to blink, meaning this response is unusu-

ally fast, even for batteries – quite literally addressing a drop in frequency faster than the blink 

of an eye.  

Many TSOs are already experiencing curtailment of solar and/or wind generation in part be-

cause of a lack of system stability. In transmission systems an electrical storage system can be 

used in many ways like, fast frequency response, primary operating reserve, secondary operat-

ing reserve, steady state reactive power, fast reactive power support. Batteries can be ‘turned 

up’ when needed. By responding more aggressively to faults, and at full power output, batteries 

reduce curtailment – allowing renewable generation to replace more conventional generation.  

There exist numerous examples for Energy Storage Plan in Transmission Systems. One of 

the large capacity examples is called “Grid Booster” in Germany (TransnetBW). Large 

amounts of renewable electricity must be transmitted from the north and east to the south and 

west. If the generated electricity exceeds line capacities, the four German transmission system 

operators (TSOs) have to perform costly redispatch measures. The grid infrastructure clearly 

needs expansion, for which the four German transmission system operators (TSOs) have con-

ceived the “Network Development Plan (NDP) 2030 [9]. To minimize the need for grid exten-
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sion and cut redispatch costs, the NDP includes innovations that could result from technologi-

cal progress in the coming years. In addition to Power-to-X and monitoring systems, prototypes 

of so-called grid boosters are also considered. The concept includes a fast power source in the 

shape of a large battery at the end of a line section that is subject to frequent strain and over-

load. The booster battery can supply energy within a few seconds. In periods of high grid load, 

the booster is intended to relieve the system in case of disturbances until the bottleneck can be 

eliminated in a targeted manner by the system management [9]. 

In transmission systems, large centralized power plants may need to have faster ramp rates, 

lower minimum generation levels, and fewer starts and stops. They will also require grid ser-

vices such as spinning reserve and frequency regulation to stabilize the grid. Black start in the 

event of a grid failure is also crucial. Lower emissions rates, reduced balance of plant, intercon-

nection, and operating and maintenance costs are also required. These all can be achievable 

with Energy Storage Systems. Energy Storage Systems can also create Synthetic (Digital) Iner-

tia which improves frequency response or Rate of Change response or a combination of both 

forms (step response).  In 2016, the System Operators (SOs) in the Island of Ireland (Eirgrid 

and SONI) undertook a major study reviewing the ability of synthetic inertia to help keep 

RoCoF within manageable levels. Their report outlined key requirements for synthetic inertia 

providers. QUB’s research and international operational battery experience demonstrates that 

batteries can meet all requirements which include fast response, fast ramp-up and smooth re-

covery. Batteries can be ‘turned up’ when needed. By responding more aggressively to faults, 

and at full power output, batteries reduce curtailment and allowing renewable generation to 

replace more conventional generation. In an environment where renewable energy is highly 

integrated, energy storage will not be an option, but a necessity 

4 Distribution System Applications 

In distribution grid, significant amount of distributed generation is expected to be 

integrated in upcoming years. Distribution networks are not designed with these gen-

eration units in mind. It is known that these generation will create serious fluctuations 

in voltage according to the maximum power values, the line cross section and the 

distance to which related power is transmitted. In addition, this can possibly create 

serious flicker issues in the system. Therefore, stabilizing the power on the source 

side will solve many problems. This can be possible with the use of Energy Storage 

Systems together.  

A renewable generation, together with an ESS will have a smoother generation 

profile, less oscillation and less negative impact. The ESS can also be used as a fast 

acting reactive power source in order to prevent voltage limits from being exceeded 

[10]. 
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Fig. 2. Power variations in the use of the energy storage system (20%) with renewable 

energy generation (Blue lines are showing charging and discharging of energy storage 

system) 

 

 

Fig. 3. Voltage profile of a feeder where a large amount of distributed generation is 

connected 
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5 Island Applications 

Energy storage systems are unrivaled in terms of cost with their applications on the 

islands. Mainly, diesel generators are used for electricity on islands that are not con-

nected to the national grid. Their operating efficiency are low, fuel costs are high. 

Optimum economy can be achieved when energy storage systems are used together 

with diesel generator sets and renewable energy. In that case, there will be less cur-

tailment in renewable generation, costs will be reduced (reducing diesel generator sets 

usage) and more clean energy can be used. When engines can operate steadily at max-

imum power, the operating efficiency can be maximized and CO2 and Nox emissions 

can be reduced. The measurements taken in the installed systems reveal that this type 

of structure is more successful in frequency and voltage stability during severe condi-

tions (see Fig. 4) [11]. 

 

 
(a) 

 
(b) 

Fig. 4. (a) Power and frequency deviations of island grid, (b) charging & discharging 

actions of an ESS during Hurricane Irma 
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6 Industrial Applications 

For an industrial facility, energy storage can mean a lot. These benefits include, criti-

cal power, volt-var, frequency stabilizing and black-start supports. In order not to 

facing a complete shutdown of a critical plant, a storage system can be a very good 

source of power to feed the critical processes during a severe fault. Because energy 

storage systems do not have a rotating element, there will be no mechanical strains 

during and after a fault. Energy storage systems can support voltage during faults in 

addition to conventional generators. They can also support motor startups with its 

fast-activated reactive power output. At the time of a conventional generator loss, 

they can support frequency recovery, they can give more time to load shedding to 

activate, even in some cases eliminating load shedding. Energy storage systems can 

make a quick start during a black-start procedure and they may eliminate production 

loss and speed up the entire proses start action.  

 

 
 

 

Fig. 5. Energy storage system operation & state of charge level  

in an industrial facility targeting zero power exchange at the point of coupling  
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Industrial plants would also like to integrate renewables without the necessity of 

meeting the grid regulation and will be within the framework of the unlicensed gener-

ation regulation. In that case, all the energy generated from renewables should be 

consumed in the plant. The structure should be configured according to that principle 

[12]. A philosophy should be established such that the power exchange with the grid 

is "0" at the relevant location, or no power flow to the grid side at all (see Fig.5) [12].  

 

Fig. 6. Voltage recovery after a fault w/wo energy storage in an industrial facility 

 
 

Fig. 7. Frequency recovery after a generator trip in an industrial plant in island mode 
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7 Conclusion 

In this study, the benefits of energy storage systems have been examined and these 

benefits have been tried to be revealed by field measurements and power system anal-

ysis. It is clear that, energy storage systems will play a crucial role in the entire energy 

structure of the future for economical optimization and eliminating the negative ef-

fects of renewable energy integrations. Energy storage seems to be not an option, but 

a technical necessity. 
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Abstract. The transformation from fossil to renewable in energy production is 

increasing every year, accelerating with technological developments and the 

damage caused by the changing climate. This transformation, which is carried 

out by energy producing companies, has started to be included in the countries' 

own road maps. Thus, in this renewable energy-centered transformation, coun-

tries include these resources in their long-term strategic plans. Thus, they first 

contribute to preventing climate change and then reducing their countries' de-

pendence on foreign energy. Countries use current scientific methods to deter-

mine road maps. One of the most important methods in this process is the ener-

gy modeling system. In this system, countries or local governments can meas-

ure the impact of beneficial technologies such as renewable or harmful technol-

ogies such as fossil by revealing their energy equivalence with a mathematical 

model. This method allows to see the behavior of the system without technolog-

ical investment yet. In this study, with the help of Answer-TIMES model, 

which is one of the energy modeling methods, it was aimed to extract the ener-

gy balance between the years of 2016-2031 in Burdur. In the second stage, it is 

aimed to determine the potential of all renewable resources in Burdur and to 

apply the technological, economic and ecological effects to the city in the me-

dium term by applying these resources to the model. According to the baseline 

scenario, Burdur's electricity consumption is projected as 1.95-5.15 PJ between 

2016-2031. The potential of solar, biomass and wind applied in alternative sce-

narios was put into operation in 2019 and showed that the city can meet all elec-

tricity needs in the period until 2031. The application of renewable resources 

has also been observed to dramatically reduce electricity imports and carbon 

emissions produced by the city. 

Keywords: Renewable energy, energy modeling, Answer-TIMES 
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1 Introduction 

For tens of years’ countries are investing renewable technologies for making sustain-

able communities. Completely sustainable societies limited by both efficient wise and 

investment cost wise of these renewable technologies. But today, each renewable 

technology proved themselves and used by entire world. Even, some of the major 

cities, publishing their 100% renewable road maps for 2050 and so on.  

For example, Barcelona wants to become energy independent self-sustainable city 

by 2050 with their 1.6 million citizens. To make this target possible, they determined 

a starting point and approach to reach energy independency.  And they want to be-

come self-sustainable for both urban and rural areas. Another example is Frankfurt. 

They want to be a 100% renewable community with 50% energy saving in end of 

2050 for their 717 thousand citizens. City Frederikshavn in Denmark, Geneva-France 

and Malmö-Sweden are the other cities that want to become a self-sustainable or 

100% renewable communities [1].  

In this context, this study aims to find economic, technology and ecological effects 

of 100% renewable electricity production scenario of Burdur, Turkey. The model 

established between 2016-2031. 2016 is the base year and data has been acquired 

from Turkish Statistical Institute (TURKSTAT) and Energy Market Regulatory Au-

thority (EPDK). Future years forecasted by national growth rates and energy demand 

increases. In the last sections, 100% renewable energy scenario will show the effects 

of such investment.  

Additional to cities, lots of academic studies also published in this area. Pless, 

Billman and Wallach published a paper about Greensburg, Kansas. Greensburg hit by 

a tornado in 2007 and 90% of their structures destroyed in this disaster. The study 

discussed the rebuilding efforts of Greenburg. According the study, in three years, 

half of the building have been built and reached to 40% energy saving. And all the 

city-owned structures rebuilt by LEED gold and platinum standards. To satisfy the 

electricity need, 12.5 MW wind farm also implemented to city [2]. 

Another study made by Morel, Obara and Morizane in Japan. They want to find 

best possible operation method for 100% renewable energy in Kitami-Japan. Accord-

ing to paper, while finding the strategy, they also want to reach zero CO2 emission. In 

the results, they suggest using digital simulation on hourly level to find demand for a 

year. And the simulations show that, it is possible to achieve 100% renewable with 

zero CO2 emissions while keeping the grid quality within allowed limits [3]. 

In a paper that made by Kartite and Cherkaoui, presents a methodology to find 

100% renewable electricity generation of city located west of Morocco. They used 

hybrid PV/Wind system with battery storage while finding objective function by Im-

proved Search Algorithm (IBSA). According to results, IBSA shows the effectiveness 

of this methodology [4]. 

The paper will present the material and methodology in next sections and will end 

with results section. 
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2 Material and Methodology 

Answer-TIMES modelling software were used to establish mathematical model. 

TIMES is the optimization method that uses energy-economy-ecology-engineering 

background. 

TIMES energy model structure is designed by the modeler and then respective en-

ergy carriers, technologies, environmental emissions, and demands are specified with 

relevant qualitative and quantitative data input for each separate region. The specified 

items characterize both currently exists in the energy system and the future candidates 

within the specified time horizon. Specified time-series and time-independent data 

contain the economic and technology-based policy assumptions over the identified 

region and time horizon. Reference year is set on a past year and the statistical values 

are fixed on this year by the modeler. 

2.1 Objective Function 

Below functions shows the backbone of TIMES method. Objective function aims to 

minimize the total cost of system and find least cost solutions between constraints. 

Therefore:  

1.𝑁𝑃𝑉 = ∑ ∑ (1 + 𝑑𝑟,𝑦)
𝑅𝐸𝐹𝑌𝑅−𝑦

𝑥𝐴𝑁𝑁𝐶𝑂𝑆𝑇(𝑟, 𝑦)𝑌𝐸𝐴𝑅𝑆
𝑅
𝑟=1  (1) 

In equation (1), NPV (Net Present Value) of the model describes the net cost of the 

system. ANNCOST refers to the annual cost. The general discount rate is shown by 

"d". REFYR is the reference year for discounting, YEARS is the number of years in 

each period "t" and the letter "R" is the number of regions. 

2.𝑉𝐴𝑅_𝑂𝐵𝐽(𝑧) = ∑ 𝑅𝐸𝐺_𝑂𝐵𝐽(𝑧, 𝑟)𝑟∈𝑅𝐸𝐺   (2) 

 The equation (2) represents the overall objective function of each region defined 

in model. The model can calculate both single and multi-regional structures.  

3.𝑅𝐸𝐺_𝑂𝐵𝐽(𝑧,𝑟) = ∑ 𝐷𝐼𝑆𝐶 (𝑦, 𝑧)𝑥{INVCOST(y) + INVTAXSUB(y) +𝑦∈(−∞,+∞)

INVDECOM(y) + FIXCOST(y) + FIXTAXSUB(y) + VARCOST(y) +
ELASTCOST(y) − LATEREVENUES(y) − SALVAGE(z)} (3) 

where; 

O (z)  : Total system cost, discounted to the beginning of year z, 

VAR_O (z) : Total cost of all regions, discounted to year z, 

REG_O (𝑧, 𝑟) : Total cost of the region 𝑟, discounted to year 𝑧. 

INVCO (y) : It is the investment cost, 

INVTAXS (y) : The tax and subsidy costs, 

INVDEC (y) : Decommissioning capital costs, 

FIXCO (y) : It is the fixed annual cost, 

FIXTAXS (y) : Fixed annual tax and subsidy, 

VARCO (y) : All variable costs (proportional to some activity), 
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ELASTCO (y) : Cost incurred when demand is reduced due to price elasticity, 

LATEREVENU(y): Revenue accounts for commodity recycling occurring after the 

end of horizon, 

SALVAGE (z) : Salvage value of all capital costs of technologies whole life ex-

tends beyond the end of horizon [5]. 

2.2 Reference Energy System and Database 

Reference energy system (RES) is the main structure that shows the energy flow in 

analyzed system. Also shows the import, export and mining processes. Basically, 

represents the supply and demand chain of the domain. Figure 1 shows the reference 

energy system of Burdur.  

 

Fig. 8. Reference energy system of Burdur. 

RES diagram has six columns. Resources column shows import, export and mining 

processes. According to figure 1, Burdur has no mining process. It is mainly import-
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ing the energy needs. Second and fourth columns are showing the energy carriers. 

Third column represents the process and conversion technologies. Fifth and sixth 

columns are showing the demand technologies and demands. Demands are divided to 

5 sub section: Residential and commercial, industrial, city service, transportation and 

agriculture. 

After establishing the reference energy system, second step is to calculate data of 

the technologies. In this paper, all related data collected from face-to-face meeting 

with experts in Burdur, TURKSTAT and EPDK annual reports [6][7]. All emission 

factors calculated by Intergovernmental Panel on Climate Change (IPCC) and Na-

tional greenhouse has emission reports [8]. 

All demand side data can be seen in Table 1. Future years has been projected ac-

cording to national growth rate and demand increase forecasts.  

Table 1. Demand needs and future projections (PJ).  

 Commodity 2016 2021 2026 2031 

Residential 

and Commer-

cial Demands 

CLEANING.DEMAND 0,130 0,162 0,202 0,252 

COOKNG.DEMAND 0,401 0,499 0,622 0,775 

ENTERTAINTMENT.DMN 0,130 0,162 0,202 0,252 

ILLUMINATION.DEMAND 0,035 0,044 0,055 0,068 

SPC.CONDITIONING.DMND 1,244 1,551 1,933 2,408 

Industrial 

Demands 

CEMENT.DEMAND 0,668 0,832 1,037 1,292 

MARBLE.PROCESSING.DEMAND 0,682 0,850 1,059 1,320 

MARBLE.QUARRY.DEMAND 0,343 0,428 0,533 0,664 

MILKING.DEMAND 0,177 0,221 0,275 0,343 

SUGAR.DEMAND 0,041 0,050 0,063 0,078 

City Service 

Demand SERV-DEMAND 0,016 0,020 0,025 0,032 

Transportation FREIGHT.TRNSPORT.DEMAND 3,631 4,525 5,639 7,027 

PASSANGER.TRNSPORTATION 0,911 1,135 1,415 1,763 

Agricultural 

Demand AGRI-DEMAND 0,107 0,133 0,166 0,207 

2.3 100% Renewable Energy Scenario 

With 100% renewable scenario, we aimed to find economic, environmental and ener-

gy wise effects of renewable investment to Burdur. Investments implemented between 

2020-2031 equally. Three different renewable technology evaluated within this sce-

nario. According to Renewable Energy Directorate, Burdur has 58.16 MW of wind 

potential and 1.6 PJ electricity can be generated via biomass.  

Solar potential is quite high when compared with biomass and wind. Therefore, 

wind and biomass potential implemented completely. Rest of the electricity need will 

be considered from solar-based generation.  
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3 Results 

Biomass investment results shown in Table 2. According to table, investment starts at 

2020 with 0.78 PJ electricity. Last year of the time horizon, electricity generation 

reached to full potential with 1.26 PJ. To invest such technology, 22.81 mil$ dollar 

need to be invested in 2020 and this numbers reaches to 36.53 mil$ in 2031. Even 

thought, there is no significant fossil-based power plant in Burdur, it prevents to in-

vest equal fossil-based power plant in other regions of Turkey. According to this con-

cept, 97.97 kT of CO2 emissions prevented. 

Table 2. Biomass investment results. 

Parameter Units 2016 2019 2020 2025 2030 2031 

Total 

Levelized 

Cost 

2000$USm 0 0 22.8112 28.2468 35.0006 36.5359 

Total 

Electricity 

Generation 

PJ 0 0 0.7866 0.974 1.2069 1.2599 

Emission 

Mitigation 
kt-CO

2
 0 0 -61.17 -75.75 -93.86 -97.97 

Total 

Installed 

Capacity 

GW 0 0 0.0312 0.0386 0.0478 0.0499 

 

Another result is addressed in wind investments. The related data is shown in Table 

3. Similar to biomass results, the investment begins in 2020 and ends in 2031. Total 

of 58 MW installed capacity implemented in time horizon. Investment and fixed op-

eration cost also presented in table 3. 58 MW wind installation prevents 42.79 kT 

CO2 emission in every year after 2031.  
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Table 3. Wind based electricity generation results.  

Parameter 2020 2023 2026 2029 2031 

Fixed O&M Costs (Mil US $) 0.2301 0.9203 1.6105 2.3007 2.7609 

Investment Costs (Mil US $) 1.1643 4.6569 8.1495 11.6421 13.9704 

Installed Capacity (GW)  0.0048 0.0194 0.0339 0.0485 0.0582 

Electricity Generation (PJ) 0.0459 0.1834 0.321 0.4585 0.5502 

Co
2 

Mitigation (kt) -3.566 -14.264 -24.962 -35.66 -42.792 

 

Last results are the solar investments and shown in table 4. As mentioned before, 

rest of the capacity need will be covered by solar photovoltaic investments. Therefore, 

308 MW additional capacity implemented to system between 2020 to 2031 equally. 

Investment cost reaches to 68 mil$ cumulatively in 2031. And to maintain such tech-

nology, 6.8 mil$ needs to spend for fixed operation and maintenance costs. Last result 

is CO2 emission mitigation. 308 MW solar photovoltaic power plant will prevent 260 

kT CO2 every year after 2031.  

Table 4. Results of solar investments.  

Parameter 2020 2023 2026 2029 2031 

Fixed O&M Costs (Mil Us $) 0.557 2.2278 3.8987 5.5696 6.6835 

Investment Costs (Mil Us $) 5.6704 22.682 39.6936 56.7051 68.046 

Electricity Generation (PJ) 0.2794 1.1177 1.956 2.7943 3.3532 

Installed Capacity (GW) 0.0253 0.1013 0.1772 0.2532 0.3038 

Co
2 

Mitigation (Kt) -21.7313 -86.9253 -152.119 -217.313 -260.776 
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4 Conclusion 

It is possible to build 100% renewable, environment friendly, cost-effective and self-

sufficient cities with today’s renewable technology. We can solve the electricity de-

pendency and emission problem by investing 100% renewable politics by using every 

possible renewable potential in our geography.  

In this paper, 100% renewable potential evaluated to see the results in environmen-

tal, technological and economical level. In this context, Burdur selected as a case city 

and reference energy system developed between 2016-2031. Total investment costs of 

three different technology vary between 30 to 124 mil$. This potential can mitigate 85 

kT CO2 in 2020 and 400 kT CO2 in 2031 by itself.  
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Abstract. In parallel with the increasing sensitivity of the international community in 

recent years on that harmful greenhouse gas emissions causing global warming and cli-

mate change should be reduced and the United Nations (UN) Framework Convention on 

Climate Change and Paris Agreement on Climate Change, International Maritime Or-

ganization (IMO) that is the UN specialized agency with responsibility for the safety 

and security of shipping and the prevention of marine and atmospheric pollution by 

ships has also increased its efforts in order to reduce emissions from international ship-

ping in recent years. IMO that in particular aims to reduce carbon dioxide (CO2) emis-

sions from maritime transportation by 50% until 2030 and by 70% until 2050, compared 

with 2008, has established very important regulations during the last 15 years. Briefly, 

these regulations are related with Energy Efficiency Design Index (EEDI) for reducing 

CO2 emissions of new ships, Ship Energy Efficiency Management Plan (SEEMP) and 

Data Collection System (DCS) for Ship Fuel Consumption for existing ships, Sulfur (S) 

content limits for marine fuel oil, Azoth oxide (NOx) emission limits for internal com-

bustion marine engines and Emission Control Areas (ECA) in terms of NOx and Sulfur 

oxide (SOx) for the different sea areas of the world. All of those regulations and there-

fore additional costs have accelerated the maritime industry’s efforts to make more use 

of the alternative/renewable energy sources onboard ships and at ports. Especially in 

Northern European countries, which are prominent with their fjords within the ECAs, 

the use of all-electric or hybrid ferries with energy storage technology in Li-ion batteries 

has started to become widespread instead of using fossil-based fuels in the maritime 

transportation. In accordance with 11th Development Plan of Turkey, it is envisaged that 

the use of the electric-powered ferries for passenger and car transportation in short-

distance will also become widespread in the near future of Turkey. In this study, the ob-

jective is to analyze and model the energy system of an electric-powered ferry using for 

maritime transportation. With this aim, a Reference Energy System (RES) for a diesel 

electric-powered ferry, which consists of resources, conversion process & technologies, 

final energy carriers, demand technologies & sectors, has been established and ana-

lyzed. 

Keywords: All-electric Ships, Hybrid Ships, Energy Efficiency. 
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1 Introduction 

Today, about 85% of the world trade is transported by sea. In this context, maritime 

transportation by ships has a strategic importance for the world economy, trade and 

logistics activities. The maritime transport is very important not only for economy and 

trade but also for public transportation between countries or cities, including inland 

passenger and vehicle transportation. 

On the other hand, maritime transportation activities have also various environ-

mental impacts from ports and ships for air, water, soil/sediments and ecosystem. The 

most important one of those impacts is the air pollution from ships, including passen-

ger ships and ferries. The international community is fighting against the global cli-

mate change due to greenhouse gases (GHG) produced by different sectors, including 

maritime which is also producing GHG from ships. IMO makes effort to reduce it. 

2 IMO’s Environmental Safety Regulations and Significance of 

Ship Energy System Analysis 

The IMO aims to reduce carbon dioxide (CO2) emissions from maritime transporta-

tion by 50% until 2030 and by 70% until 2050, compared with 2008. For this aim, 

many regulations such as Energy Efficiency Design Index (EEDI) for reducing CO2 

emissions of new ships, Ship Energy Efficiency Management Plan (SEEMP) and 

Data Collection System (DCS) for Ship Fuel Consumption for existing ships, Sulfur 

(S) content limits for marine fuel oil, Azoth oxide (NOx) emission limits for internal 

combustion marine engines and Emission Control Areas (ECA) in terms of NOx and 

Sulfur oxide (SOx) for the different sea areas of the world were adopted in the last 15 

years. 

All of those international regulations have forced the shipowners and ship man-

agement companies to analyze the energy efficiency of their ships due to heavy costs 

and penalties for violations. Application of those environmental regulations to inland 

passenger and vehicle transportation depends on the relevant Coastal states. 

The energy system analysis of a ship ensures the lower fuel consumption and emis-

sions by more effective energy management, in compliance with the IMO’s targets on 

reducing the GHG emissions from shipping [1]. 

3 Reference Energy System (RES) Concept  

The Reference Energy System (RES) is a set of parameters that reveals the character-

istics of technologies and resources used to provide energy balance and is a network 

of all technological activities required for energy supply and end-use activities. There 

are usually five main components of a typical RES model which are primary energy 

sources (SCR), energy conversion technologies (CON), energy processing (PRC), 

energy end uses (DMD) and demands (DM) (see Fig.1) [2]. 
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Fig. 1. Main Components of a Typical RES Model (Simplified illustration) 

4 Literature Review 

In the relevant literature, there are some studies which are specifically related with 

analysis and modelling of a RES for ships. For example, Sulukan at al. (2018) studied 

a RES of a generic ship to evaluate the energy consumption characteristics and energy 

demand segments of a generic ship by energy system analysis approach and simpli-

fied energy network [2]. Benli at al. (2019) studied for developing the RES of a ge-

neric frigate [1]. Yılmaz at al. (2018) studied a RES design for a crude oil tanker to 

indicate interrelations and connections between the energy carriers, respective tech-

nologies, and the determined demands [3]. Yan at al. (2019) studied to establish the 

structure of a cruise ship’s energy system with multiple facilities such as an internal 

combustion engine, gas turbine, dual fuel engine, pv panels, and the wind turbine [4]. 

Majority of other studies related with RES modelling are related with different is-

sues and sectors. For example, Scapino at al. (2020) investigated the sorption thermal 

energy storage potential in a reference energy system interacting with different energy 

markets [5]. There are also various studies in the literature related with energy system 

analysis and planning of different countries such as France [6], Denmark [7], Turkey 

[8-9], Ireland [10], Colombia [11], Iran [12].  

5 RES Modelling of a Diesel Electric-Powered Ferry 

In this study, the objective is to analyze and model the energy system of an electric-

powered ferry using for maritime transportation. With this aim, a Reference Energy 

System (RES) for an electric-powered ferry, which consists of resources, conversion 

process & technologies, final energy carriers, demand technologies & sectors, are 

established and analyzed. The RES of a ship shows us the general structure of the 

energy follows from the resources to the demands throughout conversion process and 

end-use technologies. The technical particulars of the diesel electric-powered ferry, 

which has been investigated in scope of this study, are shown from the Table 1 as 

below. 
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Table 5.  Technical Particulars of the Diesel Electric-Powered Ferry Investigated  

Type Vehicle & Passenger Ferry 

Length (m) 64 

Breath (m)  18 

Drought (m) 3,3 

Speed (knot) 12-13 

Vehicle capacity  80 

Passenger capacity 590 

Propulsion System Electric Motor + Controlled Pitch-Propeller (CPP) 

Main Energy System Diesel Electric (4 x 570 KWh) 

 

The RES model of the ferry is shown from the Fig. 2 as below. This model has 

been established by considering the current energy system the ferry. 

 

 
Fig. 2. RES Model for the Diesel Electric-Powered Ferry Investigated 
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5.1 Resource Technologies (Import-Export) 

The fuel is the main energy resource of the ferry. The fuel is only used to produce 

electricity by four diesel generators with internal combustion diesel engines on board 

ferry. The main types of fuel used are marine diesel oil, lubricating oil and gasoline 

while the ferry is sailing and maneuvering. The electricity is also imported from the 

shore and is used while the ferry is berthed. 

 

5.2 Primary Energy Carriers 

The main primary energy carriers are the electricity imported from the shore as well 

as the marine diesel oil, the lubricating oil and the gasoline. 

 

5.3 Conversion Technologies 

In general, the conversion technologies are converting the primary energy carriers to 

final energy carriers such as electricity or heat. The main conversion technologies for 

the ferry are the diesel generators with internal combustion diesel engines, heaters and 

coolers onboard. 

 

5.4 Process Technologies 

In general, the process technologies are changing the form, characteristic or location 

of the energy. The main process technologies for the ferry are frequency converters, 

transformers, converters, inverters and rectifiers. 

 

5.5 Storage Technologies 

The main storage technologies are the storage tanks for different kinds of the fuels 

and conventional batteries for the storage of electricity in case of emergency. 

 

5.6 Final Energy Carriers 

The final energy carriers are described as electricity and heat. 

 

5.7 Demand Technologies 

During this study, more than 220 demand technologies including pumps, ventilation 

funs and electrical devices under 12 different demand sectors have been detected for 

the ferry. 

 

5.8 Demands 

The main demand sectors for the ferry are described as main propulsion, safety, elec-

tric propulsion, HVAC, service, heating, waste disposal, lighting, water produc-

tion/distributing/purification, maintenance, navigation and entertainment. Fig.3 shows 

the distribution of hourly energy load (KW/h) by demand sectors of the ferry. This 

figure has been created in accordance with full electricity loading analysis of the fer-
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ry, so it does not include utilization and availability parameters of the demand tech-

nologies. 

 

 
Fig. 3. Distribution of hourly full energy load (kW/h) by demand sectors of the ferry 

6 Results 

The ferry investigated has currently a diesel electric energy system. Total amount 

of approximately 2400 KW/h energy needs of the demand technologies and demand 

sectors of the ferry are currently provided by four diesel generators, each of which has 

an electricity production capacity of approximately 570 KWh. The propulsion system 

with frequency converters and Voith system is a substantial demand sector of the 

ferry, with a share of about 70% for full electricity loading condition of the ferry. 

It may be planned to convert to a hybrid energy system by adding a few sets of 

lithium batteries, thus reducing the emissions by using fewer diesel generators. For 

example, two sets of lithium batteries with adequate electricity production capacity 

for each of aft and forward may be replaced with two sets of diesel generators. Of 

course, environmental aspects and costs of this conversation should be considered as 

well. 

Another alternative may be to convert to all-electric energy system. But, it has 

been observed that there are some constraints at this stage related with insufficient 

lithium battery energy storage capacity for long-distance, insufficient infrastructure 

onshore for high voltage electricity supply, emergency situations at sea, high cost of 

lithium battery equipment investment and high price of onshore electricity in current. 
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7 Conclusion and Remarks 

In scope of this study, the energy system of a diesel electric-powered ferry using 

for maritime transportation has been analyzed and modeled by establishing its Refer-

ence Energy System (RES) based on design full loading electricity analysis. However, 

further study is needed to develop the RES model of the ferry for a reference year, 

which should be included utilization and availability parameters for each of demand 

technologies during the reference year. This study is ongoing in scope of thesis study. 
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Abstract. As well as the negative effects of climate change being felt through-

out the world, increasing global energy demand and variable costs force people 

to find clean, sustainable and low-cost energy alternatives. Renewable energy, 

which is the energy obtained from the energy flow that exists in the continuous 

natural processes, stands out because it is sustainable, it provides locality, and it 

is economical and environmentally friendly. In recent years, solar and wind en-

ergy has come to the fore with a serious decrease in energy production costs 

and installation, and the share of production has increased worldwide. Technol-

ogies that generate electricity from renewable energy are preferred not merely 

because of their low cost, but also because of their contribution to combating 

climate change and sustainable development goals. In this context; The purpose 

of this study is to examine the wind power plant installation by calculating the 

location of wind turbines through windsim, which will meet the electricity de-

mand of a university campus in Istanbul, which uses wind energy as a source. 

The location of the wind turbines that can be installed in the Turkish Naval 

Academy of National Defence University was calculated through the Windsim 

software based on wind intensity and direction data for seven months obtained 

from the Kartal Meteorology Regional Directorate. As a result, it was evaluated 

that the proposed system could provide additional income by meeting more than 

the amount required by the installation of two wind turbines, and would be a 

cost-effective and environmentally friendly application for the Naval Academy 

campus by reducing the total greenhouse gas emission. 

Keywords: Wind Power Plant, Renewable Energy, Windsim, Clean Energy, 

Wind Turbine. 
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1 Introduction 

Energy demands have tended to increase due to population growth, industrializa-

tion, developing technologies, and increasing consumption over the last decade. 

Countries need to consume an increasing amount of energy to be able to industrialize 

and develop in an industrial and economic sense. In this context, competition between 

countries has increased on industrialization and economic growth, and it is necessary 

to control energy resources to come to fore in this fight. However, as it is well known, 

the energy resources are not only limited but also not distributed equally to every 

region in the world [1]. The depletion of fossil fuel resources in the world and the 

energy production based on fossil fuels are one of the main sources of military and 

political problems among countries. Furthermore, an increase in environmental 

awareness in developed countries forces governments to find alternative environmen-

tally friendly energy production. Therefore, these situations direct countries to new, 

clean, and renewable energy sources [2].  

Energy sources such as solar, wind, geothermal, biomass, and wave are called new 

clean or renewable energy sources and they have been highly used in recent years 

because of their less environmental and climatic problems encountered during the 

production and conversion of energy [3]. Wind and solar energy technologies and 

installation costs have decreased significantly among renewable energy sources as a 

result of technological developments over the past decade.  Thus, the usage areas and 

rates of wind and solar power plants have increased more than other renewable energy 

applications. Nowadays, wind energy is becoming one of the most important renewa-

ble energy sources with technological developments, and applications have been de-

veloped rapidly. Additionally, their economic benefits have become competitive with 

conventional energy sources [4]. In this study, a wind power plant was investigated 

whether it can be the main energy source and can meet the annual energy demand of 

the university campus via Windsim simulation tool.It has been calculated that the 

proposed wind power plant installation can meet the self-consumption of the campus 

by this system. 

2 Wind Energy 

The wind is originated from the curvature of the earth,  slope of the axis of rota-

tion, the inhomogeneous nature of the earth's surface, the air movement caused by the 

pressure differences as a result of the warming and cooling of the earth. The sun heats 

the ground surfaces differently, which changes air temperature, pressure, and humidi-

ty. The movement of the air is the reason for the pressure deviation and movement 

from high pressure to low pressure creates the wind [5]. Wind energy consists of 

moving air masses that meeting different surface heat.  

There are some advantages of wind energy such as it is a natural, clean, infinite 

power and renewable energy source. It also does not need to transport and does not 

require very high technology for energy production. In addition, this energy source is 

free and abundant in the atmosphere and has not hazardous outputs or residues to the 
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environment as its source is the sun [6]. Therefore, wind energy should be converted 

to another form of energy such as electricity by transforming mechanical energy into 

electrical energy. For this conversion wind turbines are used which consisted of a 

rotor, generator and surrounding structure as seen in Figure 1 [7]. 

 
Fig. 1. A Wind Turbine Components [7]. 

 

The wind is preferred more with advantages such as wind speed, reliability, inde-

pendence from fuel and disassembly costs among the renewable energy sources. 

Moreover, developments in turbine technology have contributed greatly to the in-

creasing wind energy production in recent years. On the other hand, the new devel-

opments in composite materials, the rapid development of aerodynamic and mechani-

cal structures minimize noise and magnetic pollution that enabled high-power tur-

bines to operate. Thus, the unit cost of energy production has been reduced highly and 

this situation has increased the utilization rate of wind energy when compared to other 

energy productions in the last twenty years [8]. 

3 Wind Energy Potential and Application In The World and In 

Turkey 

Since the end of the last century, the total installed electricity generation capacity 

from wind energy has increased quickly worldwide. There are more than 100 coun-

tries producing electricity with wind energy in the world.  

When we consider it regionally, the place where wind energy is most commonly 

used is Pacific with % 44.1. Europe is followed by % 32.1 and Americas with % 16. 

When looking at the countries with the highest installed wind power, China, the Unit-

ed States and Germany have been in the top 3 for a long time. As seen in Figure 2, 

India and Spain also followed these three countries in 2019 [10]. 

When evaluated in terms of total installed wind power in 2018, China alone ac-

counts for 35.7 percent of the total installed power in the world. America and Germa-
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ny follow China with 16,3 percent and 10 percent, respectively [9]. Considering the 

newly established capacities in 2018, China, America and Germany are in the top 

three ranks, respectively. 

 

 
Fig. 2. Wind Energy Statistics in 2018 [9]. 

 

 

 

 
 

Fig. 3. Renewable Energy Indicators in 2018 [10]. 

When evaluated in terms of total installed wind power in 2018, China alone accounts 

for 35.7 percent of the total installed power in the world. America and Germany fol-
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low China with 16,3 percent and 10 percent, respectively [9]. Considering the newly 

established capacities in 2018, China, America and Germany are in the top three 

ranks, respectively. 

 

While the installed power of wind energy in the world was 540 MW in 2017, it in-

creased to 591 MW in 2018 can be seen in Figure 3 [10]. 

 

Fig. 4. Share of Electricity Generation from VRE, Top 10 Countries [10]. 

 

According to the Shares of Electricity Production from Variable Renewable Energy 

shown in Figure 4, the leading country in the world stands out as Denmark. While 

Denmark generates more than half of its electricity from renewable energy, it 

achieves most of it with wind energy. Uruguay, Ireland and Germany follow Den-

mark, and all three countries produce most of their energy from renewable energy 

from wind energy. 

  

 

 
Fig. 5. Cumulative Installations for Wind Power Plants in Turkey [12]. 

Turkey ranks seventh in Europe and 12th in the world in wind farm installations [10]. 

When considering all renewable energies, wind energy is considered to have more 
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potential than other renewable energy sources in Turkey [11]. Installation of wind 

power plant in Turkey is increasing every year. The biggest increase was experienced 

in 2016 with 1387,75 MW shown in Figure 5. Turkey Wind Energy Association in 

2018, according to a report released in six months brought to life with 497 MW in-

stalled power of 650 million dollar investment. Turkey's total wind installed capacity 

reached 7369 MW. [12].  

 

 

 
Fig. 6. Operational WPP’s According to Cities [12]. 

 

While there was an increase of 7.24 percent compared to the previous year, the num-

ber of projects in the business increased from 164 to 180 When we look at the ranking 

by provinces, İzmir takes the first place with 1405 MW. İzmir is province that ranks 

first not only in terms of wind investments, but also in terms of wind industry. 

Balıkesir is among the provinces with the highest wind power plants with 1123 MW, 

Manisa 669 MW, Hatay 364 MW and Çanakkale 362 MW installed power. More than 

half of the installed wind power is in these five provinces. 

4 Wind Power Plant Feasibility Study 

The Naval Academy campus is located in Tuzla district of Istanbul, on the 

Tuzburnu peninsula. The location, on which the meteorological data is based, is 40.51 

° N latitude, 29.15 ° E longitude and 7 m height. The Naval Academy is located at a 

latitude of 40.8 ° N, longitude of 29.3 ° E and approximately at sea level [13]. 
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Fig. 7. Satellite image of the Turkish Naval Academy campus 

 

On the campus of the Naval Academy, there is an academic complex with adminis-

trative buildings, service buildings, modern sports facilities, a fully equipped marina 

and harbor, and classrooms, amplifiers and laboratories where engineering education 

is provided. These structures are seen in the satellite image given in Figure 7. 

 

4.1 Windsim 

Firstly, Windsim software which will be used in turbine design calculations is in-

troduced. Secondly, the parameters to be used in the setup and calculation of the 

Turkish Naval Academy wind turbine were determined and defined in windsim soft-

ware tool. Finally, the energy production amount of the wind power plant designed 

within the Turkish Naval Academy is calculated in one year and the results are evalu-

ated. 

WindSim offers simulation software and consultancy services that allow you to de-

sign and operate efficient and high-return wind power plants. It is headquartered in 

Norway and provides software products and consultancy services on a global scale 

[14]. Windsim, a modern and advanced wind power plant design software, offers 

computational fluid dynamics-based (CFD) advanced processing power with a user-

friendly interface specially developed for modeling 3D visuals and wind power 

plants. The calculation steps of Windsim software is shown in Fig.8 . In windsim 
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software meteorological data, roughness map and terrain data are defined as inputs. 

Then, the Reynolds Averaged Navier-Stokes equations of the Atmospheric Boundary 

Layer is used by windsim software to analyze according to the CFD method. 

 

 
 

Fig. 8. Basic flowchart of wind resource assessment by Windsim [14] 

 

4.2 Wind Turbine Installation on a University Campus via Windsim 

 

 

 
 

Fig. 9. Wind turbine locations. 

 

In this study, it was evaluated that the annual maximum energy consumption of the 

Naval Academy Campus would be 5000 MW and accordingly, Gamesa 52 wind tur-
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bine, whose values were defined in Windsim Express, was preferred by calculating 

that two wind turbines could meet the needs. We preferred to use two Gamesa G52  

wind turbines which locations are shown in figure 9 in this study for numerical analy-

sis. 

The results module enables the user to examine the results from the Wind fields 

calculations. Variables such as wind speed, wind direction, turbulence intensity and 

wind shear exponent can be examined. This module can provide a useful analysis of 

the results from the Wind fields but any information generated here is not used in any 

other modules. 

 
 

Fig. 10. Turbulence intensity from results module 

 

 

 
Fig. 11. The wind resource map with average wind speed (m/s) at a hub height of 65 

meters. 
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The average wind speed of the region where the wind turbine is planned to be in-

stalled was calculated by CFD analysis by Windsim software. It is shown in figure 10 

that the average wind speed is determined as 9.5 m / s at a height of 65 m. It has been 

observed that wind source map data are compatible with wind atlas data. 

Energy analysis of the wind power plant, which was planned to be established in Tu-

zla Naval Academy, was carried out according to the change in air density at the de-

termined height. According to the results of the analysis given in Table I, the annual 

power generation (AEP) of the designed wind farm is determined as 6595,5 MWh / y. 

 

Table 6. Energy Production Based on the Frequency Table. 

 

The annual maximum energy consumption of the Naval Academy Campus would be 

around 5000 MWh/y. So we can understand that the proposed wind power plant in-

stallation can meet the self-consumption of the campus by this system.  

 

For Turkish Naval Academy we chose two Gamesa G52 wind turbines to meet the 

energy demand. Surplus energy is generated by DHO is given to Tuzla and Pendik 

districts not only to meet the energy demand of these area but also can provide an 

income for school. This also mitigate the environmental pollution too. 

5 Results and Conclusion 

Turkey is one of the developing countries, so energy demand of the countries contin-

ues to increase day by day. Situated in a difficult geography, Turkey has realized the 

need to reduce dependence on foreign energy to ensure the continuity of production. 

Turkey wants to meet their energy demands via local and national capabilities, and so 

increase incentives for investment in renewable energy systems. Thanks to its geo-

graphical location, Turkey is a country with a very significant wind energy potential. 

Wind energy is one of the cheapest and most common energy sources to install 

among renewable energy sources around the world. When all this is taken into con-

sideration wind energy is vital for Turkey to compete with other countries. If the 

country takes advantage of this extraordinary resource efficiently, energy manage-

ment can achieve its goals and objectives. 



37 | P a g e  

 

 

 

In this study, the installation of a system consisting of wind turbines that use wind 

energy as a source, which will meet the demand of the Naval Academy campus in 

Istanbul, has been examined. In these analyzes, Windsim simulation tool has been 

used and it has been calculated that the proposed wind power plant installation can 

meet the self-consumption of the campus by this system. According to feasibility 

study, investment of a WPP which has 6595.5 MWh/y AEP is feasible by 2 number of 

commercial Gamesa G52 wind turbine. However, cost analysis of the designed WPP 

was not considered in this study. Also, we make only one analysis to forecast the 

economical aspect of the WPP. More reliable results can be got if cost analysis is 

performed and the number of analysis is increased. 

The results obtained by the analysis “provide adequate, reliable and economic en-

ergy resources to support economic and social development; ensuring energy supply 

security; to give priority to combating climate change; support adequate investment to 

meet growing energy demand, "the force's priorities shows full compliance with the 

official energy policy of Turkey. 
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Abstract. The demand figures for electrical energy consistently increase, and 

this causes stress on local/national agencies to answer it as economically as 

possible. Somehow, various technologies exist in the energy supply side, and 

almost all of them are competent in the market today. This work presents a 16-

year electrical energy scenario developed with the Answer-TIMES model gen-

erator for Uşak, a small province in the Internal Aegean Region of Turkey. A 

“business-as-usual what-if scenario” is built to evaluate the self-sustainability of 

the city through electrical energy generation if energy importation policy is dis-

carded and changed with energy generation. The electrical energy demands of 

residential, industrial, service and other sectors are fed to the model as a single 

energy demand unit in PJ to obtain the “hourly optimum electrical energy pro-

duction” with the least possible cost. In particular, the study underscores the 

importance of hourly optimization in achieving the local supply targets as well 

as underlining the environmental aspects of building a self-sustainable energy 

generation infrastructure in Uşak. The work provides valuable information to 

local and national decision-makers by estimating the cost of upgrading the en-

ergy structure generation system of Uşak annually to a self-sustainable energy 

grid in exchange for the amount of emission to be caused. As a result, annual 

investments on a combination of various power plants are shown by the TIMES 

generator to give the optimum cost figures according to the scenario. 

 

Keywords: Energy Optimization, TIMES Optimization, Emissions, Energy 

Costs, Regional Energy Modeling. 
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1 Introduction 

Energy is the most critical asset in the development of technology since the begin-

ning of humanity. Fossil fuels dominated the most significant portion of the inputs of 

the energy systems in every decade. However, some adverse effects of this energy 

generation method became visible in the last century. Reports began to rise in number 

identifying the environmental externalities to air pollution issues of fossil fuels after 

the 1950s. The petrol crisis and international affairs made the problems bigger in the 

procurement of fossil fuels from both economic and political points of view.  

Energy generating methods from fossil fuels were warning the governments to find 

solutions to input problems. Even though advances in natural gas and coal power 

plants were significant, renewable energy methods became the focus of many envi-

ronments since the primary inputs, wind, and sun were assumed to be infinite. In the 

same era, two important milestones are critically important, Rio and Kyoto declara-

tions. Rio Declaration is the first international step in history to fight with the emis-

sions since the World Climate Conference, which was held in 1979.  

United Nations Framework Convention on Climate Change (UNFCC) was a real 

success just following the Rio Declaration. One hundred eighty-four countries ratified 

the Convention in 1994. This strong environmental stance continued with the Kyoto 

Protocol in 1997 that forced the countries to reduce greenhouse gases by an average 

of %5 below their 1990 levels in the 2008-2012 time span [1]. Kyoto protocol is fol-

lowed by many other Conference of Parties (COP) until today to maintain and em-

power the frame of limiting and reducing GHG emissions. The Endorsement of Tur-

key’s Ratification of the Kyoto Protocol was adopted in the General Assembly of the 

Turkish Grand National Assembly on February 5, 2009, and by Article 25, Turkey 

joined the party of official members of the Protocol (GEF Country Portfolio Evalua-

tion Turkey (1992-2009) [2].  

Today the renewable electricity generation methods are already competitive in the 

energy markets, and the efficiencies of these methods are increasing every year, 

threatening the market share of the old conventional energy generation techniques. 

The supply security of energy is critically important for modern countries to man-

age sustainable growth and other macro indicators. From this perspective, countries 

prefer to supply their energy or primary energy resources from various vendors to 

reduce the dependency on a single or a few groups. Renewable energy power plants 

are the right answers to this need with various generation methods, from geothermal 

to landfill or wind energy generation. As their cost figures dropped down in the last 

ten years, these power plants gained significant importance in modern countries.  

Energy supply security has two dimensions, national and regional levels. Building 

international energy hubs is a complex problem, including an integrated energy grid 

programming of all the participant countries’ energy grids with an extensive amount 

of primary energy inputs and various suppliers under different legislation procedures 

of more than one country. Providing security in the country level may be maintained 

by having energy supply secured provinces. Today, initiations like Covenant of 

Mayors pay attention to local plans like the reduction of CO2 emissions from local 

transport and energy generation processes [3]. 
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Uşak is a province in the Internal Aegean Region of Turkey with a population of 

370 509 [4] in 2019. A summary of the electrical energy consumption of the sectors 

in Uşak in 2016 is given in Table 1. 

Table 1. Electricity Consumption in Uşak in the reference year 

 Lighting Residential Industry Agriculture Commercial Total 

2016 21687,27 195075,55 826647,22 16519,47 405486,77 1465416,28 

 

This paper studies the electrical energy generation system of Uşak in the period of 

2016-2031. The business as usual model of the city is formed and optimized on annu-

al basis while the electrical energy import from the primary grid is nullified. This new 

state is a “what if “analysis and shows the optimum portfolio of energy technologies 

to be engaged at the beginning of each year to answer the annual demand. 

Existing energy generation technologies in Uşak are listed in Table 2 in megawatts. 

The productions of Alperteks (4.29 MW Natural Gas Power Plant) and Uşak Çöp 

Fabrikası (1,2 MW Landfill PP) data can not be found in Energy Exchange Istanbul 

Transparency Platform (EXIST) of EPIAŞ which means that those firms directly con-

sume the generated electricity or there is no production in the given period. Since no 

production exists in the given period, related installed power values are not included 

and written in parenthesis. 

Table 2. Installed Power Capacities of Uşak in the Reference Year 

Technologies Uşak (MW) 

Solar Power Plants (PP) 2,85 

Wind PP 54 

Landfill PP  0 (1,2) 

Nat Gas PP 18,45 (4,29) 

Coal PP 3,72 

 

Energy Flow Optimization Model (EFOM) was the primary tool in energy sector 

modeling in the mid-70s [5]. During the 80s, the MARKet ALlocation model 

(MARKAL) was introduced. In the year 90s and 2000s, the dominant sides of the two 

tools were combined in the TIMES model family. All of the three programs enabled 

the users to make single/multi-sector models, including long periods with their com-

pelling annual programming logic. These programs were used successfully in various 

energy analyses from testing the "80% greenhouse gas reduction" target feasibility of 

California with CA_TIMES [6] to the MARKAL Model of Turkey [7]. 

Somehow, researchers would insist on working more precisely and demand the ad-

dition of seasonal data to their models. This weakness was solved by advanced 

MARKAL versions [8]. This high-level intra-annual time-slicing methodology was 

initially implemented in the United Kingdom energy model [9]. However, a more 

complicated time slicing, allowing to build an hourly model, was still not an option in 

MARKAL. TIMES solved this conflict, and users could make hourly dispatch models 
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that could only be simulated before. Kannan and Turton developed an hourly model 

of "Swiss TIMES Electricity Systems (STEM-E) Model" to analyze the differences in 

the outputs with the eight season based classical TIMES model (four seasonal, two 

diurnal (day/night) [10]. 

All the above-mentioned references are on the national scale. On the other hand, 

the small models of specific regions such as provinces or cities also exist in the ener-

gy literature. Almost all these related models are prepared on an annual basis, includ-

ing one single season rather than an hourly high-level structure. This paper processes 

the hourly data of Uşak to obtain the results of a what-if analysis, which tests the fea-

sibility of energy-self-sustainable province in our case. While some of the papers in 

Turkish energy literature [11-12] puts the city in the core of the analysis, none of 

these papers have analyzed the “overall electrical energy system” of the city in a 

proper time interval by using a decision support tool i.e. TIMES or an alternative 

program. This paper aims to fill this void by improving the logic to an hourly basis. 

The following parts of the paper are organized as follows. In the second section, a 

brief description of the TIMES model is given. The analysis of the model is presented 

in the third section. GM, pGM(1,1), and pGMar(1,1) methods are applied to historical 

data of Turkey in Section 3. A brief review of the paper and the future research are in 

Section 4. 

 

2 High-Level Time Resolution Model of Uşak 

 

2.1 TIMES Model and Objective Function 

TIMES model generator and GAMS package are used in this work. TIMES is an en-

ergy optimization suit taking into account environmental, financial, and technical 

aspects. The electrical energy generation system of Uşak is optimized with required 

data of energy supply, consumption, and demand-side with technical, environmental, 

and economic inputs over a multiperiod horizon at hourly resolution in a single region 

model. 

TIMES optimizes the energy system by giving the least cost under the given con-

straints with the objection function: 

NPV =∑ ∑ (1 + 𝑑𝑟,𝑦)
𝑅𝐸𝐹𝑌𝑅−𝑦

𝑦∈𝑌𝐸𝐴𝑅𝑆

∗ 𝐴𝑁𝑁𝐶𝑂𝑆𝑇(𝑟, 𝑦)

𝑅

𝑟=1

 

The objective function can be given in another form where all regional objectives 

are summed up: 

𝑉𝐴𝑅_𝑂𝐵𝐽(𝑧) =∑𝑅𝐸𝐺_𝑂𝐵𝐽(𝑧, 𝑟)

𝑅

𝑟=1
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𝑅𝐸𝐺_𝑂𝐵𝐽(𝑧) = ∑ 𝐷𝐼𝑆𝐶(𝑦, 𝑧) ∗𝑅
𝑦∈(−∞,+∞)

{
 
 

 
 

𝐼𝑁𝑉𝐶𝑂𝑆𝑇(𝑦) + 𝐼𝑁𝑉𝑇𝐴𝑋𝑆𝑈𝐵(𝑦) +

𝐼𝑁𝑉𝐷𝐸𝐶𝑂𝑀(𝑦) + 𝐹𝐼𝑋𝐶𝑂𝑆𝑇(𝑦) +

𝐹𝐼𝑋𝑇𝐴𝑋𝑆𝑈𝐵(𝑦) + 𝑆𝑈𝑅𝑉𝐶𝑂𝑆𝑇(𝑦) +

𝑉𝐴𝑅𝐶𝑂𝑆𝑇(𝑦) + 𝑉𝐴𝑅𝑇𝐴𝑋𝑆𝑈𝐵(𝑦) +

𝐸𝐿𝐴𝑆𝑇𝐶𝑂𝑆𝑇(𝑦) − 𝐿𝐴𝑇𝐸𝑅𝐸𝑉𝐸𝑁𝑈𝐸𝑆(𝑦)}
 
 

 
 

− 𝑆𝐴𝐿𝑉𝐴𝐺𝐸𝐶𝑂𝑆𝑇(𝑧)  

where: 

NPV   net present value of the total cost for all regions 

(the TIMES objective function). 

ANNCOST(r,y)  is the total annual cost in region r and year y. 

d(r,y) is the general discount rate. 

REFYR is the reference year for discounting. 

YEARS is the set of years for which there are costs, includ-

ing all years in the horizon, plus past years (before 

the initial period) if costs have been defined for 

past investments, plus several years after EOH 

where some investment and dismantling costs are 

still being incurred, as well as the Salvage Value 

and 

R is the set of regions in the area of study. 

INVCOST(y) is the total investment cost in year y. 

INVTAXSUB(y) is the total taxes and subsidies on investments in 

year y. 

INVDECOM(y) is the total decommissioning cost in year y. 

FIXCOST(y) is the total fixed annual cost in year y. 

FIXTAXSUB(y) is the total annual fixed taxes/subsidies on capaci-

ty in year y. 

SURVCOST(y) is the total fixed annual cost in DLAG state in year 

y. 

VARCOST(y) is the total variable annual cost in year y. 

VARTAXSUB(y) is the total annual variable taxes/subsidies on ca-

pacity in year y. 

ELASTCOST(y) is the total cost of demand reductions in year y. 

LATEREVENUES(y) is the lump sum discounted to the user-selected 

base year. 

SALVAGECOST(z) is salvage cost. 

 

The model is built on the following assumptions: 

• New investments in power plant capacities are planned annually. Construction and 

the engagement of the power plants to the grid would be ready at the beginning of 

the given year. 

• Seven different energy generation technologies are used as alternative technology 

investments in the model. One or more of these technologies are chosen by the 

model for each investment period according to the energy demand. Alternative 
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power plant types are solar power plants, onshore wind power plants, geothermal 

power plants, natural gas power plants, combined-cycle natural gas power plants, 

lignite power plants in the model. 

• The fuel, operations &maintenance, and investment cost datasets are taken from 

IEA [13] and presented in Table 3.   

Table 3. Installed Cost Figures per kWh for 2016  

TECHNOLO

GY 

        Investment                       Cost 

$/kW 

    Fixed 

    Cost 

$/k

Wyr 

Variable  

Cost 

$/MWh 

Nat Gas PP 708 34 0 

Nat Gas CC 

PP 
1021 30,5

7 
2,5 

Geothermal 

PP 
1493 100 0 

Wind PP 1667 21,3

8 
0 

PV PP 1555 30,0

81 
4,70 

Biogas 4447 100 0 

Coal PP 2080 37,8

2 
3,8 

 

• CO2 emission factors of photovoltaic and onshore wind power plants are assumed 

to be zero in the model. Emission values of natural gas, coal, biogas, and geother-

mal power plants are obtained from various resources [14-15].  

• Due to the problems in the Energy Exchange Istanbul Transparency Platform 

(EXIST) of EPIAŞ database related to 2015, electricity demand of the base year 

and the availability factors of geothermal, solar and wind power plants are taken 

from 2012 Turkey Energy Model found in the EnergyPLAN official web site [16]. 

• Purchase prices and transportation fees of coal are obtained from a specialist in the 

sector, while natural gas prices are taken from a report (including the BOTAŞ fig-

ures) on the official site of TMMOB [17].  

• The high-resolution model of Uşak is based on the least cost option as mentioned 

previously. As a result, it provides the electricity via the local grid by looking at 

the optimum cost figures unlikely to the real spot electricity market mechanism 

that takes intraday and day-ahead markets  

• Even though the advances in energy markets result in lower-cost energy generators 

every coming year, the model assumes the technology prices steady over the years 

for the sake of simplicity. 

• Cost, efficiency, and availability factors, as well as the hourly demand figures, are 

assumed to be steady over the years to provide a basis for comparison in the model. 

 

MARKAL and TIMES programs offer a time slice solution as a midcourse to the 

short-long term algorithms. Most MARKAL models use annual time slices; however, 

a flexible time-slicing was embedded in the later applications of MARKAL. Uşak 
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high-resolution TIMES model is designed in an hourly manner to solve hourly peak 

and deep demand problems. Annual models take the average of the whole year, which 

disables the system to diagnose instantaneous peak and deeps in the given time span. 

In another way, annual models assume that the (average) demand value of the models 

behaves as if the pattern is viable in the whole duration equalizing the 24-hour de-

mand to a constant value and setting it as the representative throughout the year. 

On the other hand, the demand pattern changes every hour and even every minute, 

which makes it almost impossible to analyze. Due to this conflict, analysts take the 

demand figure as an average value, which constitutes one of the main assumptions of 

all MARKAL/TIMES models. Uşak high-resolution TIMES model is an hourly mod-

el that can handle this problem and provides the researcher with valuable insight into 

how the energy generation system answers the instantaneous changes in the local 

energy demand. From this point of view, the paper adds a significant contribution to 

energy literature, especially for regional modeling cases. 

3 Analysis of Scenario Results 

The total primary energy supply of the region is almost multiplied by two from 

17,4 to 30.92 PJ between 2016-2031, giving 5,28 to 10.42 PJ as the final electrical 

energy output. An increase in input energy is found as %78, while the output increase 

has geared up to %97,3 during the period. Output electrical energy has a tendency to 

pass the annual demand slightly some of the given years, which alerts the analysts for 

a possible grid stabilization problem. The mechanism of answering the hourly de-

mand is prone to errors due to its nature. Some of the power plants are run as much as 

they can produce since the YEKDEM subsidy finances those assets with significant 

amounts and pre guaranteed purchase agreements. On the other hand, coal and natural 

gas power plants do not have pre guaranteed purchase agreements similar to 

YEKDEM. As a result, these plants can only answer the demand amount (if exists) 

after the YEKDEM power plant output is subtracted from the overall demand. If the 

amount of YEKDEM subsidized power plants’ output surpasses the overall hourly 

demand, generators do not stop and keep up working at full capacity, causing an elec-

trical energy amount to occur at that given hour for exportation purposes. This 

amount of energy is the direct cause of the positive difference between the hourly 

electricity generation and the hourly demand in the export positive years. If the ener-

gy generated by YEKDEM subsidized power plants is insufficient and extra energy is 

required, then the unsubsidized power plants are expected to be engaged in the system 

in the given hour to answer that remaining demand part. As a general rule, as high the 

renewable power plant capacity is, that hard it is to balance the grid. 

The model outputs show that a lignite power plant is an optimum solution for elec-

tricity generation in the period. The installed power bars of the given technologies 

favor the investment on the lignite power plant in the region since the green bar stead-

ily rises throughout the years in Fig. 1. However, this can be slightly decisive. The 

amount of renewable energy investments in the region is limited to a certain extent. 

Wind power capacity of Uşak is 0.057 GW and 0.054 GW of this capacity is already 
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utilized by 2015. 0.003 GW, which is the only capacity to be used, is also evaluated 

by the model at the beginning and added to the existing capacity reaching full wind 

capacity in 2016. Similarly, solar, biomass, and geothermal capacities are bounded to 

0.05 GW maximum potential capacities, and all of these capacities are utilized in the 

same year, reaching full capacity in all renewable assets. Just after these capacity 

investments, no further improvement is possible as renewable capacity development 

in the region and GAMS optimizer uses fossil technologies to answer the remaining 

electricity demand with the least cost finalizing the deal with the coal power plant. 

The program chooses the lignite power plant as the best option in a feasible fossil 

power plant portfolio and uses this technology until 2031 to match the demand fig-

ures. A very small amount of combined-cycle natural gas power plant is invested in 

small amounts every year too. So briefly, the model increases the installed capacity of 

the lignite and combined-cycle natural power plants every year because of the insuffi-

ciency in renewable power potential of the city after 2016. 

 

 

Fig. 1. Installed power figures of Uşak in the optimized plan 

The environmental outcome of the base scenario is charted out in Fig. 2 below. %65 

emission increase is recorded in 2031 when compared to the reference values of 2016. 

The investments on the lignite power plant directly affected the emission rates in the 

given era.  

Using the advantage of the regulations on the subsidization of the renewables, Tur-

key has invested heavily in renewables in the last ten years. On the other hand, the 

model presented in this paper excludes the subsidy and market interrelations for the 

sake of simplicity, and instead, the least cost logic is applied in the scenario. The 

market price of the energy generated by the renewables is constant under RERSM. As 

the amount of energy increases from these assets, the amount of financial burden 

caused by RERSM also increases. This tradeoff caused a series of debates in the ener-

gy environments in Turkey since the subsidy was first initiated. 

New capacity investment costs are excluded in the base model. This cost item is 

different for each sort of energy generation technology and shows great variation 
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from 500 to 4500 m$/GW. The return on investment values of each power plant is 

viable in the power plant useful life periods. As a result, including the investment cost 

with the given variation would be unfair and wrong for the optimization process. 

Since these costs are not included an extra spreadsheet work would be needed for the 

calculation of the financial perspective of the base scenario. Calculations show that 

the existing power plant payments cost 195,6  million US dollars until 2031. The new 

investments for a self-sustainable energy system in Uşak need an additional 1329,3 M 

US dollars in the same time-span.   

 

 

Fig. 2. CO2 Emission values of the optimum plan 

4 Conclusion 

TIMES is a flexible tool for researchers who want to work on annual and even hourly 

analysis. This paper presented a BAU what-if scenario, which may be a valuable base 

for further works. As a next step, various scenarios can be developed for the Uşak 

region by applying additional required constraints in some energy technologies ac-

cording to the desired purposes. Current personal computers are capable of handling 

hundreds of operations in single seconds, and personal laptops can process not only 

annual models but hourly models like the model included in this study. From this 

point on, new and more detailed regional and national studies should be expected to 

be published soon. 

This study presents the technological and environmental outcomes of the self-

sustainable Uşak scenario. Unlike most studies, the model was designed in an hourly 

manner, and this feature lets the researchers include the deep and peak energy states 

of the region in high time resolution, which cannot be done at the annual level.  

Outcomes of the base scenario utilized all the available renewable potential in the 

region, and as the demand grew bigger, fossil supplies are significantly financed. An 

excess amount of energy tends to occur during the hourly utilization, and the amount 

of this excess capacity should be an interesting topic for decision-makers. Electric 
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vehicles are expected to be insignificant numbers shortly. So charging the batteries of 

these vehicles and charging needs of other assets emerge as a big problem before the 

energy supply sector. Neatly designed scenarios on finding the optimum costs of these 

charging needs in well-chosen periods is an important working area currently, which 

demands interdisciplinary studies. The excess energy of the hourly base scenario in 

renewable energy-rich provinces is a strong candidate to be analyzed for related pur-

poses due to stabilizing problems. 

Hourly optimization analysis is so few in energy literature. Further scenarios can 

be developed in this study to provide more in-depth knowledge to decision-makers. A 

base scenario is developed in this paper which constitutes a basis for comparison with 

alternative scenarios to be built. As the cost of renewable energy technologies de-

creases significantly over the years, cheaper PV or wind energy scenarios can be de-

veloped to see financial and environmental differences with the base model presented 

here. In this respect, new hourly models and scenarios will be highly valuable for 

decision-makers and local authorities as well as the national policymakers. 
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Abstract. Electricity generation by wind farms plays a key role in the clean en-

ergy transition, such that wind energy leads the renewable electricity production 

together with solar energy (except hydropower) in the whole world. Hence, 

wind farms that have a high capacity factor are significant to accelerate the 

transition from carbon-based energy production to the clean energy.  Therefore, 

well-designed wind power plants or wind farms is a necessity to use the select-

ed wind farm field efficiently and to obtain a high capacity factor. Although 

there are a lot of designing parameters of WFs, some software programs guide 

us to design WFs. In this study, optimal WFs design for Büyükada was carried 

out by using WindSim software program. 

Keywords: Wind Farm, Wind Power Plant, Wind Energy, WindSim, Büyükada 

 

1 Introduction 

 
Nowadays, all world is facing a serious problem known as global warming which 

threats all living beings on the Earth. Energy generation by fossil fuels plays one of 

the main roles to increase carbon emissions that cause climate change together with 

fossil fuel-based vehicles, growing population and industrialization. Thus, the de-

creasing carbon footstep is significant to deal with the climate change. The Paris 

Agreement's long-term temperature goal is to keep the increase in global average 

temperature to well below 2 °C above pre-industrial levels and to pursue efforts to 

limit the increase to 1.5 °C, recognizing that this would reduce the risks and impacts 

of climate change.  

Renewable energy systems lead the clean electricity generation zero carbon emis-

sion implementations. Furthermore, a total of 181 GW renewable power was added in 
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2018. Also installed renewable power capacity reached 2378 GW, according to REN 

21 Global Status Report [1]. Even though progress in the renewable energy industry, 

the all-world is still not far away to meet the targets of the Paris Agreement. Since 

global energy-related carbon dioxide emissions went up an estimated 1.7 % in 2018 

because of increased fossil fuel consumption in the industry and transportation.  

Wind energy has a critical role in the clean energy transition such that wind power 

capacity accounts for more or less 25 % of renewable power capacity. Wind energy is 

commonly used to produce electricity nowadays. There are a lot of wind farms that 

are spread to various terrains even on the sea or ocean in the whole world.  The global 

installed capacity of wind power plants is nearly 591 GW worldwide. [1]  

Turkey has a huge amount of energy demand as a developing country and this de-

mand is increasing day by day. Turkey has a dependency on foreign-sources to gener-

ate electricity.  Because domestic fossil fuel reserves are inadequate to supply the 

energy demand. Turkey needs to increase its renewable energy capacity to reduce 

foreign-source dependency. Thanks to Turkey’s geographical position, renewable 

energy capacity in Turkey is huge. 

It is undeniable the fact that wind power is important for the deployment of renew-

able power capacity. Especially developing countries that have an immense wind 

potential like Turkey have increased their investments in the wind energy sector. A 

total installed capacity of wind power plants (WPPs) in Turkey reached 7.369 MW in 

2018. [1] 

As shown in Fig.1, installed wind power capacity has been increasing each passing 

year.  

According to Turkey’s development plan, Turkey aims to increase rapidly its wind 

power capacity next years. 

  



52 | P a g e  

 

 

Fig. 1. The capacity of Cumulative Installed Wind Power Plants in Turkey by years [3] 

Raising the capacity of wind farms (WFs) shows the importance of designing WFs 

over a limited area. Wind turbines (WTs) should be well-installed on a selected area 

to get the most efficient electricity production during a year. Designing a wind farm 

(WF) is implemented to compute the optimal placement of each WT over the terrain.   

 

However, a lot of wind power plants are installed with many failures due to lack of 

efficient wind turbine placement over the terrain, site analyzing, wind source estima-

tion etc. [2] 

In this article, designing of a WF was successfully done for Büyükada. The main 

purpose of this study is to show the annual wind power generation capacity of 

planned WF. 

2 Material and Methods 

The selected area for the wind farm is Büyükada which is an island on the Marma-

ra Sea. Although, this island is not far away from the nearest coastal, electricity is one 

of the biggest problems. Approximately 7500 people live on the island and this popu-

lation increases especially in the summertime due to foreign and domestic tourist5. 

Hence, the energy demand of Büyükada shows changes during the year. Estimated 

annual average electricity consumption is roughly 3.65 GWh. The size of Büyükada is 

5.461 km² and this is relatively small. Thus, the placement wind turbines on a limited 

area is important. Overview of Büyükada is shown in Fig.2 below. 
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Fig. 2. Overview of Büyükada 

There are various parameters to design a WF, such as wind speed, wind direction, 

surface roughness, location of the selected area etc. Maximum capacity factor is ob-

tained only with decent wind analysis and well-designed power plant. In the first step 

of this study, Büyükada wind potential which contains hourly wind speed and wind 

direction data during a year were evaluated.  Secondly, the estimated annual electrici-

ty consumption of Büyükada was obtained to determine the capacity of wind turbines. 

Thirdly, optimal specific locations were determined to place selected wind turbines on 

the area. Lastly, all the information was inserted to WindSim software to compute 

results. There are also different steps to get the right results in WindSim.  

WindSim is a modern Wind Farm Design Tool (WFDT). WindSim is used to op-

timize the energy generation of the wind power plant while at the same time keeping 

the turbine loads within acceptable limits. This is achieved by calculating numerical 

wind fields over a digitalized terrain. In the wind energy sector, this is called mi-

crositing4. WindSim designs the wind farm with 6 modules. These are Terrain, Wind 

Fields, Objects, Results, Wind Resources and Energy.  

Energy module of WindSim is the most important part for the feasibility of the 

wind farm. The result of this module gives the estimated annual electricity production 

for WF. 
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3 Designing Wind Farm by WindSim 

3.1 Terrain 

The first step of flow field simulation is the generation of a 3D model of the selected 

area for the WF design. This is carried out in the Terrain module in WindSim. but 

first, .gws file which is a special file format of WindSim, is obtained by WindSim 

Express tool that is a file generation for WindSim.  [4] 

Digital terrain model is obtained as Fig. 3 by the coordinates of Büyükada. Moreo-

ver, digital roughness map is created as shown in Fig. 4.  

 

 

Fig. 3. Digital terrain model - Elevation (m) 

 
 

Fig. 4. Digital terrain model - Roughness height (m). 
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3.2 Wind Fields 

 

The Wind Fields module is based on the computation of Reynolds Averaged Navier-

Stokes equations (RANS). Moreover, the standard k-epsilon model is applied as a 

turbulence closure. According to the results of the 3D model in the Terrain module, 

the simulation of the Wind Fields module can be started. The solution procedure is 

iterative since the equations are non-linear. By using the initial conditions, the solu-

tion is progressively resolved by iteration until a converged result is obtained. [4] 

Wind Speed 3D (u,v,z) on the terrain is as shown in Fig 5 below.  

 

 

Fig. 5. Convergence monitoring: Wind speed 3D (u,v,w) 
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3.3 Objects 

 

The Objects module is used to position turbines and to process the climatology file. 

For visualization purposes, various geometrical objects can also be placed within the 

3D terrain model. The exported wind turbines and climatology files by WindSim 

Express is imported to the WindSim software in this module. [4] 

Wind turbine model of this project is Gamesa G90 2 MW. Two of these turbines 

were placed on the terrain by the Object module, considering parameters such as sur-

face roughness and elevation values that affect the efficiency and capacity factor of 

the WF.   

 

 

Fig. 6. Park Layout of Wind Farm 
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3.4 Results 

 

The results of the wind field simulations are stored in a reduced database covering the 

vertical extension from the ground up to the "Height of reduced wind database" as 

specified in the Wind Field module. The Result module extracts 2D horizontal planes 

from this database. [4] 

To sum up, this module shows us the result of climatology data on the selected area 

unlike Wind Fields module. Also, the module illustrates data that is imported to the 

software. 

 

 

Fig. 7. Wind speed 3D (u,v,w), Not Normalized 
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3.5 Wind Resources 

 

The Wind Resource module contains a tool for area classification. Finding high speed 

connected areas where the areas are grouped according to the wind speed and size. 

The possible power production in the area is also estimated.  [4]   

Wind speed 3D is shown in Fig. 8 and power density is shown Fig.9 below. This 

module is the result of wind blockages, elevation, roughness and turbulent areas on 

the field. 

 

 

Fig. 8. Wind speed 3D (u,v,w), Not Normalized 

 

 
 

Fig. 9. Power Density (W/m2) 
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3.6 Energy 

The annual energy production (AEP) is calculated for all visible Turbine objects that 

are placed on the field. If several climatology objects are available, the AEP based on 

each climatology is calculated separately. Any discrepancies between the AEP's based 

on different climatology are easily accessible.  

A climatology is given by its frequency distribution and presented graphically in 

the wind rose. Additionally, a climatology is given by its Weibull distribution. The 

AEP is calculated for both representations. 

 

 
 

Table 1. Energy production based on the frequency table. 

 

As can be seen in Table 1, each turbine has the potential to produce about 4200 MWh 

per year. Also, the total annual electricity generation is roughly 8400 MW.  

Memorize that estimated annual electricity consumption of Büyükada is 3650 

MWh. Thus, wind turbines can be able to supply this electricity demand and excess 

electricity can be exported to the other region in Istanbul. 

Capacity factor of this WF is calculated as shown below. 

 

 

 
 

 

Average capacity factor of onshore WFs is between 25 % and 35 %. In this project, 

the estimated capacity factor was calculated as 24%. In this project, the optimal wind 

farm was designed by considering environmental effects and the limited available 

area. WF was not placed close to residential zone, instead, it was located in a field 

where surface roughness is high. For these reasons, the estimated capacity factor of 

WF is lower than average. 
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4 Conclusion   

In this study, the most realistic results were obtained by the advanced software for the 

planned wind farm in Büyükada. According to these results, a wind farm can supply 

electricity demand of Büyükada. But, in this study, initial, maintenance and opera-

tional costs were not considered. Since Büyükada is an island, it is obvious that an 

initial cost of WF can be close to offshore WF. Off-shore WF was not designed and 

considered in this study but this option should also be examined for designing a WF 

for islands. The focus of this study was to design onshore WF for an island using 

WindSim. 

There are also more things that can be considered to design a WF such as the dis-

tance between turbines and electrical grid (transformer) and transportation of wind 

turbine components (Nacelle, Tower and Blades). Because the selected area is the 

island, transportation is a tough challenge to deal with. In this study, the main focus 

was micrositing and power production capacity of WF on the selected area. 

As a result, Windsim and similar wind analysis software are significant for pre-

installation of a wind farm. These type of software tools must be used for designing 

wind power plants. This study is now a unique example for designing onshore WF in 

an island using WindSim.  
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Abstract. Today, the fact the most people consider is that energy is the most critical and 

significant subject for surviving our mankind. This paper illustrates the importance of smart 

grids to distribute electric energy systems for a better future and also shows the effects of re-

newable energy on it. Although it is a new issue, smart grid is far better and more productive 

than classical Electricity Transmission and Distribution Systems. The efficiency of this sys-

tem can be picked up and surged by utilizing Renewable Energy Sources. The research which 

we worked on it, gives examples and explanations about integrating renewable energy 

sources to smart grid systems, especially wind turbines with different types of generators. By 

using method of comparisons through generators’ efficiency with the perscrutation on the 

flexibility and effects of wind turbines in the context of smart grids. 

 

         Keywords: Wind power, Smart grids, Power quality, ETDS, Wind turbine, Renewable 

energy, DFIG, SCIG, PMSG 

 

 

1 Introduction 

The conventional wisdom is that, one of the greatest trouble for future's Energy 
Transmission and Distrubition Systems is efficiency. Not only leading the electric 
energy effectively but also draining away the traditional fuel supplies have put us 
for researching new areas such as renewable sources and developing new methods 
like smart grid. Despite being novice, wind energy takes a large place for increasing 
smart grids's efficiency in a very good way. Analyzing the areas of integrating this 
alternating source by using different types of generators and effects to the smart 
grids, it is showed clearly the significant value of wind energy. The integration of 
wind turbines into intelligent networks is a revolution in both the future electricity 
market and all energy sectors. In addition to the fact that wind energy is a very clean 
energy type and also the maintenance costs are very low, the great efficiency pro-
vided for the Smart Grid Systems has inevitably been used in Smart Grids. The use 
of wind energy in Intelligent Network Systems which has an interactive relationship 
between demand side power generation is a great revolution of our time and also 
great opportunity for the electricity sector. 
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2 Smart Grid 

2.1 History of Smart Grid 

Clean and controllable energy thought led the Smart Grids to pop-up by dedicat-
ed engineers. In 2003, the term of Smart Grid has been announced as a word. Smart 
Grid is the way which is monitored through power generation, transmission and dis-
tribution by a central system. This long-term change in the process of electrical en-
gineering, has created new areas such as T&D technologies, automation and con-
trolling programmes, intelligent sensors, smart meters etc. 

 

2.2 Main Motivations of Smart Grid 

Loses in the classical Electricity Transmission and Distribution System are one the 

greatest motivations for advancing the infrastructure of ETDS. On the other hand, 

Carbon Emission is a critical case for this new area. Moreover, aging factor is also 

significant issue for shifting to the old infrastructure of renewed Electricity Transmis-

sion and Distribution System. Whole these reasons above have been set up onto think-

ing of future's Smart Grid development. 

The desire to balance produced and consumed electricity has been one of the main 

motivations for the adapting of intelligent networks to old lines. However, there are 

many different types of little motivations, the focus on leveraging the distribution grid 

management and transmission systems take a very large place within that advance-

ment. Among all these motivations, renewable energies are the most important struc-

ture that can provide all these possibilities. In this work, we will try to examine the 

most important of these renewable energies, namely the integration of wind energy 

into intelligent networks. 

Table I. Comparison between smart and current grid [1] 

 

 Current Grid Smart Grid 

Communications None or one-way 
Two-way, real- 

time(fast) 

Customer Instruction None or limited Extensive 

Operation & Maintenance Manual, time-based 
Remote monitoring and diagnostics, 

predictive 

Generation Centralized 
Centralized and distributed,  

substantial renewable resources,  
energy storage 

Power Flow Control Limited More extensive 

 
Reliability 

Based on static, off- line models 
and simulations 

Proactive, real-time predictions,  
more actual system data 

Restoration Manual Self-healing 

Topology Mainly radial More network 



63 | P a g e  

 

 

3 Wind Energy 

 

Despite being important, defining most of the advancements in smart grid technology 

within its one aspect, smart meters which can interconnect both providers and cus-

tomers, is not enough to get the importance of this new area. Necessity of not only 

better standarts of serving electricity or more reliable system, but also a cleaner envi-

ronment and budget friendly power. Being cost-competetive with other sources, offer-

ing different job opportunities, existing as an inexhaustable way of energy, requiring 

less maintanance and operating costs have given a vital role to wind turbine energy in 

the scale of smart grid progress. 

 

3.1 Wind Energy In Smart Grid Context 

Lots of advancements in smart grid usually called as its one aspect ''smart meters'' but 

this technology not only offers a better reliable electricity system but also looks for a 

cleaner environment and lower costs. On contrary, being kinda expensive, renewable 

energy systems are good for cleaner environment. Environmental, economical and 

maturity factors are really important for preferring renewable energies to integrate 

smart grid systems. Although the economical benefits of wind energy is a contradic-

tive case, the wind technologies are still in its newly stages. It is believed that in the 

long view, optimizations of wind energy systems will have been enhanced. 

 

3.2 Wind Turbine Generators 

In the past, there were two types of wind turbines which are fixed speed and the vari-

able speed. But at the present time, with new challenges in use which is defined the 

variable speed wind turbine is a bit different. The main purpose of this to enhance 

maximum aerodynamic efficiency with a very big scale of wind speed. Generally it is 

utilized with three rotor blades, horizontal axis design and a generator which is placed 

in the nacelle. Three types of different generators are used and they are; Doubly Fed 

Induction Generators(DFIG), Squirrel Cage Induction Generators(SCIG) and Perma-

nent Magnet Synchronous Generators(PMSG). 

3.3 Comparison of Three Types of Generators 

• Despite being simpler than other generator types, rugged and brushless, reaching to 

about %30 of synchronous speed, compensating reactive power and ensuring smooth 

grid integration and considering high efficiency and yield, DFIG still includes some 

problems just like gearbox which causes bearing malfunctions and also some difficul-

ties related in complying with grid fault ride-through. 

 

• On the other hand, having a huge popularity of its mechanical simplicity and robust 

constructions moreover, with a rotor bars which are very well resistant to vibrations 

and dirt, SCIG types require two full scale converters and do not function as a multi- 

pole direct drive mode without gearbox. 
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• There are great advantages of PMSG such as lower maintenance cost due to elimi-

nation of gearbox, developed reliability and longevity appears with the absence of the 

gears and bearings which are by themselves the main reason of faults in the genera-

tors. Furthermore, lower weight, high efficiency and yield are perfect benefits of 

PMSG. However, using permanent magnet brings unignorable cost and it is almost 

twice size of that of the conventional geared- drive SCIG, by the way being a new 

technology names it as low maturity. All of these reasons cause a mass and weight 

that can reach to critical proportions especially for above 3MW. 

 

Table II. Annual energy yield / total cost of three different wind generator systems. [3] 

 

COST (EURO) Generator Types 

SCIG DFIG PMSG 

Gearbox 220 220 - 

Converter 120 40 120 

Generator cost 287 320 432 

Total cost with margin for 
company costs 1837 1870 1982 

Annual energy yield MWh 6705 7690 7890 

Annual energy 
yield/total cost 

3.63 4.11 3.98 

 

3.4 The Future of Wind Generators 

In overall, reliability, efficiency and availability are significant requirements, so that 

the direct-drive PMSG comes into play because of ignoring the gearbox, that is very 

important to increase its usability especially in off-shore applications. PMSG are usu-

ally big but there is no problem of land and space hindrance for off-shore systems. It 

is expected that with a conceivable economical optimization, PMSG highly possible 

to will have seen in a large scale of wind industry area more than other types of gen-

erators. 

4 Wind Energy Against The Backdrop Of Smart Grids 

4.1 The Economy of Wind Energy 

Although the economy of wind energy systems is still a controversial topic, it is a new 

field and is believed to develop. Despite there is no fuel need, wind turbines come at 

cost that is still on the same line with classical energy sources. Expectations about 

wind energy's future mostly searching new areas which reduce these highest costs, 

there are a lot of initial factors to eliminate it such as omitting gearbox and utilizing 

much cheaper power electronics circuits to connect the grid- side. 
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4.2 Adaptation of Wind Energy Through Smart Grids 

The environmental aspect of wind power is very clear. There is no pollution by bring-

ing almost zero environmental impact(birds, noise etc.)which make wind one of the 

greatest choice to use in this new term, in smart grid technologies. 

To control whole electrical system in the context of smart grid such an important case. 

Hence, the predictivity shines out right over there. Calculating all power generations 

and knowing the demand side through customers and matching them perfectly are one 

of the main subjects of smart grid technologies, indeed, the wind is variable and gen-

erally predictions of weather patterns are only good for just 48-72 hours, still the wind 

energy is very electable cause the loads are also very variable and the study of smart 

grid technologies is matching these variabilities voluminously. 

 

Thus, if a smart grid would optimize the fluctuations in the wind and match them with 

the load, constantly adjusting the distribution of the load to the wind turbines able to 

generate power, the penetration of the wind in the system can rise up. 

 

Fig. 1. The connection between a wind turbine and a household in the context of smart 

grids. [4] 

 

4.3 Intelligent Wind Converters 

If we consider that main generators which used in wind energy systems are PMSG 

and DFIG. Both requires power electronics circuits to connect grid-side. Hence, the 

importance of converters which generally AC to DC then AC again, pops up. Through 

years, the expectation of the advance in power electronics may have changed the way 

of integration the wind energy to smart grid systems. And also, to control reactive 

power and harmonics of the grid are problems which appear in a large scale. In DFIG, 

to supply variable frequency while wind turbine rotating in a variable speed, it is used 

partial converters. In spite of that, PMSG need full-scale converters, for growing off-

shore systems where low-maintenance is one of the criticas issues, PM machines are 

selected ones. With whole integrations combined, off-shore systems, partial load 

aplications, high rated power and low maintenance costs call for medium volt-

age(MV). 
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Reactive power compensation, power factor improvement, and dynamic var support 

become more important than ever due to the continuing efforts to improve the voltage 

profile, power quality, and to reduce power losses. Smart grids will require the energy 

sources, like wind turbines to provide them with full var management, from leading to 

lagging power factors, dynamically, with fast response times. 

 

4.4 Interconnection Wind Power to Grid 

It is of utmost importance that the alternating current systems are installed close to 

the transformer centers in the applications of terrestrial wind turbines. However, 

switching power AC converters from AC to DC and then back to AC is a very im-

portant application for reactive power compensation and control of harmonics. The 

demand side control, despite the variable speed, to properly adjust the rotor and grid-

side frequencies has a critical position in adapting the wind turbines to the smart grid. 

Advanced wind energy technology with commercially available network management 

systems, power electronics, medium voltage switchgear, network interconnect solu-

tions, cable technologies and Energy Storage features developed for wind farm appli-

cations, efficient, reliable and environmentally friendly smarter network operation. 

Over the years, as the permanent magnet synchronous generators become more eco-

nomical, wind turbine systems will become more economical, more beneficial and-

more advanced to the environment. The developments in the power electronics indus-

try will undoubtedly facilitate the integration of the wind power into the network. 

 

5  Conclusions 

 
In this paper, the importance of wind power and wind turbines have been analyzed in 

terms of its different generator types and their efficiency and flexibility on smart grid 

systems. It is believed that by developing technology and smart power electronics' 

systems, wind turbines would take a large place within new smart grid technologies. 

When the economical problems of wind turbines disappears, their usability is going to 

rise up day by day. 

 

In this context of wind energy and smart grids, it has been seen that for providing 

more flexibility and a safer potentiality to control the whole electricity grid, will be an 

initial case for the future's new technological systems. Renewable energy sources 

could easily supported by smart grids to control and make them more beneficial. Fur-

ther studies will show us their benefits for sure. 
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Abstract: Geothermal energy is one of the most sustainable and renewable energy 

options. The selection of the geothermal power cycle technologies directly depends 

on the geothermal reservoir temperature, geothermal reservoir type and non-

condensible gas amounts. Binary ORC is the most used technology in geothermal 

power industry. However, like any other renewable energy systems, ORC cycles have 

also some challenges during the operational phase of a geothermal power plant such 

as; high ambient temperature, medium reservoir temperature and scaling in heat ex-

changers. To handle the challenges, the solar- geothermal hybrid systems with ther-

mal energy storage unit is one of the most promising solutions. Geothermal-solar 

hybrid systems with TES have a positive effect on the main overall system efficiency.  

Turkey has great geothermal power capacities in the Western Anatolia (WA). How-

ever, most of companies prefer to install binary ORC type geothermal power plants. 

These are compact and generally small size power systems and the reservoir tempera-

tures under 200 0C supports to use ORC technologies at the most of geothermal fields 

in the WA. However, it is known that the ambient temperature can  reach to 40 0C in 

the WA in summer periods and the efficiency of the ORC plants may reduce  up to 40 

% due to air cooled condencer systems. 

In this study, Gümüşköy GPP is selected as a case study which has medium tempera-

ture reservoir. To increase fluid temperature, solar collectors are added as the auxilia-

ry heat source. In this study, it is recommended that residual heat which is collected 

by solar collector must be stored in the TES which phase change material to minimize 

heat loss. In this design, the stored heat is added to the fluid when solar radiation is no 

more available to collect by the collectors. 

 

Keywords: Geothermal energy, ORC, Solar, Thermal energy storage, Western Anatolia 
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1 Introduction 

Geothermal energy is one of the renewable, sustainable, and environmentally friendly 

source and good choice with the high capacity factors for electricity production. Tur-

key is an important player for geothermal power production; in 2020, it had more than 

1.5 GWe installed capacities at geothermal power market and the Turkish government 

has declared that the geothermal power target will be 4 GWe for 2030 (Haklıdır Tut 

and Şengün, 2020).  

Between 1984–2019 period, around 50 numbers geothermal power plants were in-

stalled along the Büyük Menderes Graben and Gediz Graben in Western Anatolia. 

Most of the power plants are located at between Denizli (Kızıldere town), Aydın 

(Germencik, Salavatlı, Köşk, Pamukören towns) and Manisa (Alaşehir, Salihli towns) 

provinces.  In Turkey, most of the geothermal power plants utilize an ORC binary 

cycle system while a few using flash and advanced geothermal systems for power 

production (Fig.1). 

 

 

 

 

 

 

Fig.1. Number of geothermal power plants, by type, in Turkey (Haklıdır Tut and Balaban 

Özen, 2019).  

 

Although geothermal power production is a one of the green option and between 70-

95 % capacity factor values based on the cycle types, the operational periods of them 

are critical to achieve the installed capacities of these power plants. Thermodynamic 

changes on geothermal fluids based on pressure and temperature from the deep zones 

of geothermal reservoirs to surface conditions may cause serious problems like min-

eral scaling, corrosion or steam quality, and discharge of non-condensable gases dur-

ing the power plant operations at water-dominated systems (Haklıdır Tut and Balaban 

Özen, 2019). One other common problem has been identified as cooling systems of 

ORC binary cycles, which mostly use air-cooled systems in Western Anatolia also 

(Fig.2). Using air-cooled condenser system can reduce energy production of ORC 

binary geothermal systems especially in summer times. The outside temperature at 

air-cooled system has affected the performance of the ORC type power plant. Be-
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cause, they are generally designed based on the average outside air temperature and 

when the outside air temperature is higher than the average value, energy production 

in the power plant has a lower than its actual design condition (Demirdağ et al., 

2017). The second problem is lower reservoir temperatures than expected values in 

some geothermal fields.  

In this study, one concept study is examined to use solar-geothermal binary ORC 

hybrid power system to increase energy production in Western Anatolia especially 

summer times. 

 

 

 

 

 

 

 

Fig.2. An example for air-cooled type ORC binary power plant in Western Anatolia (Source: 

ORMAT website).  

 

2 Solar-ORC Binary Hybrid System Possibility in Western 

Anatolia 

Due to increasing of energy efficiency of the power plant there are several methods 

can be used. One of the method is to use different two energy sources in a one system 

such as called; hybrid energy system.  

Most of the geothermal systems which of them are suitable for the power production 

have been located in Western Anatolia. However, some of the medium enthalpy geo-

thermal reservoirs are not suitable to efficient power generation in Western Anatolia. 

Hybrid energy systems can contribute to these geothermal reservoirs to produce more 

energy. The main problem in medium enthalpy reservoirs is; geothermal fluid is not 

hot enough to produce steam from the source. If an additional heat source can be add-

ed to steam production systems, these wells will be able to produce steam from these 
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wells. Main problem is to add that additional heat source without of any fuel cost. 

Hybrid energy systems, which will use renewable sources, can apply that heat without 

of any fuel cost. 

2.1 Revised Design for Solar-ORC Binary System in the Western Anatolia 

In this concept study, an existing ORC binary geothermal power plant is selected to 

integration of hybrid system in Aydın province at Western Anatolia. The plant has 

been started to produce energy in 2013 and after a while, it is noticed that the plant 

could not to reach the installed capacity due to insufficient reservoir temperature con-

dition in the field. The main problem was incoherence between the turbine design 

temperature and measured wellhead temperature. Because of the higher design tem-

perature, there was a power out problem in the ORC-binary power plant. 

The operator company was decided to install parabolic solar collectors to the existing 

geothermal system to increase steam temperature to generate more energy in the sys-

tem. Geothermal fluid transfers to working fluid of ORC by the help of geothermal 

heat exchanger. After working fluid of ORC (R-134a) reaches to solar thermal heat 

exchanger by the heat of therminol-62 are transferred to R134-a by the helping of 

solar heat exchanger and temperature of steam reaches to better condition to produce 

more energy. 

 

 

 

 

 

 

 

Fig.3. The revised hybrid design of the existing ORC power plant (Kuyumcu et al., 

2012)  

2.2 The Proposed Design of Solar-ORC Binary System in the Western 

Anatolia 

In some geothermal fields, because of the climate and ambient temperature, air-cooled 
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cooling systems can reduce efficiency of the system. For example, in Stillwater hy-

brid power plant one of the important reasons for low efficiency is ambient tempera-

ture. Because of the ambient temperature, air cooled system cannot reduce tempera-

ture of working fluid and it reduce heat transfer ratio between geothermal fluid and R-

134a. Moreover, solar collectors cannot generate heat at nights in a solar-geothermal 

hybrid power plant. To solve all these problems, thermal energy storage (TES) system 

is good option like in Stillwater power plant. By the help of thermal energy storage 

system, it will be able to use additional heat at nights. TES system consists of two 

main tanks (Fig.4). These are called cold and hot tanks. In the cold tank, the working 

fluid of solar cycle is stored and the fluid gains heat in solar system. After the solar 

system, if temperature of fluid is not in desired temperature for system, fluid is sent to 

the cold tank again to be heated again by solar collector. If the solar collector provides 

the desired temperature, it is stored in the hot tank. By the help of this system heat 

transfer between hot and cold working fluid is prevented and the system have access 

to hot working fluid in night time. It is the best way to store heat without using any 

fuel consumption.   

Our recommendation to increase efficiency of the system is using by TES. The reason 

of the usage of TES is to provide energy all day long. Because, the solar collectors 

can only work during the daytime. In this study, it is thought that to provide deprecia-

tion of the system on time, the operator company should be used TES for the power 

plant system. Existing geo-solar hybrid system will not be able to work with full per-

formance, because of inefficient additional heat source. TES will be able to increase 

temperature of geothermal brine also at night times. 

 

Fig.4. Geothermal ORC- solar hybrid and TES system (Karahan, 2018; Bassetti et al.i 

2018) 
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3 Conclusion 

In this study, the ways of increasing the efficiency of geothermal hybrid power plants 

have been investigated. The study is focused on geothermal power plants, which use 

medium enthalpy geothermal reservoirs. It is concluded that geothermal-solar system 

can increase the energy output, while thermal energy storage provides continually 

energy production in the system. This hybrid and energy storage concept has been 

more reliable and suitable for the Western Anatolia ORC-binary geothermal power 

systems. 
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Abstract. In this study, the change in the emission reduction was investigated due to the de-

crease in the heat transfer coefficients of the building envelope such as external walls, ceilings, 

and floors for five climate zones according to TS 825 (Turkish Insulation Standard) which were 

renewed in December 2013. Emission changes were investigated for the five provinces which 

have the highest heating degree-day (HDD) value and the five provinces which have the high-

est total area of the building envelope heated. For this purpose, a 1%, 2, 5, 10, and 25% reduc-

tion in heat transfer coefficients for the external wall, ceiling, and floor were taken into ac-

count. Fuel consumption values per unit area were determined for the heating period of these 

ten provinces. Consequently, Turkey's general area of the building envelope for heating was 

used to calculate the total emissions for 2018. It is assumed that coal and natural gas were used 

as fuel. Combustion equations of fuels and CO2 and SO2 emissions were examined in calcula-

tions. 

 

Keywords: Global Warming, Fuel Emissions, Heat Transfer Coefficient. 

 

1  Introduction 
 
The aim of the study is examine the change in CO2 and SO2 emissions related to 

fuel consumption for five province which has the highest heating degree-day value 

and five heated province which has the highest building envelope area due to the de-

crease in the heat transfer coefficients of the building envelope such as external walls, 

ceilings, and floors which recommended according to TS 825 (Turkish Insulation 

Standard) for five climate zones. The provinces with the highest heating degree-day 

value are determined as Ardahan, Erzurum, Kars, Agrı, and Bayburt. The provinces 

with the highest total external wall, floor, and ceiling area are determined as Istanbul, 

Ankara, Izmir, Bursa, and Antalya. Here, a 1, 2, 5, 10, and 25% reduction in the ther-

mal transfer coefficients for the external wall, ceiling, and floor was taken into ac-

count. Coal and natural gas were accepted as fuel. The degree-day method has been 

taken into account while finding the amount of fuel consumption per unit area. In the 

calculations, the combustion equations of the fuels are examined. 
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2  Methodology 

 
2.1  Heating Degree-Day Calculation 

 
The concept of heating degree-day is calculated based on the basic temperatures 

that are accepted for heating on cold days, taking into account the daily maximum and 

minimum temperatures for many years (more than 10 years). 

 

According to the 21-year data, heating degree-day values were determined accord-

ing to the calculation method given below by using the daily maximum (tmax), daily 

minimum (tmin) and basic temperature (tb). Heating degree-day value was found for 

19.5 0C basic temperature [1]. Heating degree-day value; 

 

If  tmax>tb, tmin<tb ve (tmax-tb)<(tb-tmin) , HDDday=0.5(tb-tmin)-0.25(tmax-tb)                   (1) 

 

  If  tmax>tb, tmin<tb ve (tmax-tb)>(tb-tmin) , HDDday=0.5(tb-tmin)-0.25(tmax-tb)                 (2) 

 

           If  tmax<tb, tmin<tb  ise HDDday=tb-0.5(tb+tmin)                                            (3) 

 

                                  HDDyear=∑ HDDgüngünler                                                   (4) 

 

                                    HDD=
∑ HDDyear21 year

21
                                                      (5) 

 
2.2  Fuel Consumption and Emission Calculation 

 
In the study, coal and natural gas were accepted as fuel. Equation (15) is used 

when finding fuel consumption per unit area. Using the combustion equation (6), CO2 

and SO2 emission values for coal and CO2 for natural gas were calculated using equa-

tion (10) and equation (11). Finally, with the help of equation (12), (13) and (14), the 

CO2 and SO2 emissions of fuels per unit area were determined with the help of equa-

tion (15), where we found the fuel consumption per unit area. The heat transfer coef-

ficients recommended separately for the five climatic zones in TS 825 for the external 

wall, floor, and ceiling given in Table 3 were used in the fuel consumption calcula-

tions. Chemical formulas of fuels are given in Table 1. Table 2 shows the heating 

system efficiency and lower heating values of the fuels used in calculations. In Table 

3, the heating degree-day values for all cities in Turkey and the value of the heat 

transfer coefficient for the external wall, floor, and ceiling were given. In Table 4, the 

total surface area of the buildings in Turkey 2018 (exterior walls, floors and ceilings 

of total) and the cities with the highest value of the heating degree-days are shown. In 

Table 4, using natural gas and coal as fuel, for the five cities with the highest surface 

area data were taken from Turkey Statistical Institute data for 2018. The reason for 

the absence of 2019 is due to the large contraction in the construction industry.  
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Table 1. Chemical Formulas of Fuels [2] 

 
Fuel Chemical Formula (Ca Hb Oz Sp Nq) 

Coal C7.078 H5.149 O0.517 S0.01 N0.086 

Natural gas C1.05 H4 O0.034 N0.022 

 
Table 2. Fuels and properties [3] 

 
Fuel Lower Heating 

Value  Hu 

Efficiency of Heating 

System ηH,s (%) 

Natural gas 34.485.106 J/m3 93 

Coal 25.080×106 J/kg 65 

 

General chemical formula of fuel combustion equation [4,5,6]; 

 

CaHbOzSpNq+α.A.(O2+3.76N2)→a.CO2+ (
b

2
) .H2O+p.SO2+B.O2+D.N2                (6)

 
 

Here, O2+3.76 N2 shows the air is dry. With the equalisation of Oxygen for A, B and 

D; 

 

                                                       A = (a +
b

4
+ p −

z

2
)                                                    (7)     

                                      

 

                                               B=(α-1).(a+
b

4
+p-

z

2
)                                                      (8)    

                                       

 

                                            D=3.76.α.(a+
b

4
+p-

z

2
)+

q

2
                                                   (9)                                          

 
 

Here, CO and NOx emissions are neglected. Combustion emission rates produced by 

combustion of 1 kg of fuel are given below;   

 

 

                                         MCO2
=

a.CO2

Ṁ
         (kg CO2 / kg fuel)                               (10) 

 

                                           MSO2
=

p.SO2

Ṁ
       (kg SO2 / kg fuel)                               (11) 
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If the amount of the total fuel burned to the right of the above equations are derived 

by writing Mf, the total emissions of CO2 and SO2 are found as follows; 

 

                                             MCO2
=

44.a

Ṁ
. Mf          (kg / m2 year)                   (12) 

 

                                            MSO2
=

64.p

Ṁ
. Mf         (kg / m2 year)                  (13) 

 

M is the molar weight of the fuel and is found as follows [4,5,6]. Here, the sub-

indices a, b, z, p, q are combinations of the elements in the chemical formula of fuels. 

 

                                            Ṁ =12.a+b+16.z+32.p+14.q   (kg / kmol)                   (14) 

 

amount of heating fuel consumed annually [4,5,6],  

 

                                                      Mf =
86,400.U.HDD

Hu.ηH,s
                                           (15) 

         
 

Here, U is the heat transfer coefficient of the external wall, floor or ceiling. HU indi-

cates the lower heating value of the fuel used and ηH,s indicates the efficiency of the 

heating system. The value of 86400 (24 * 60 * 60) is the equivalent of a day in sec-

onds and multiplied by density (0.76 kg / m3) to detect natural gas consumption in kg. 

[7]. 
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Table 3.  Heating degree day (HDD) and heat transfer coefficient values of external walls (UW), floor (UF) and ceiling (UC) in all cities in Turkey [1,8] 

 

 

Province 
External 

wall 
(UW) 

Floor 
(UF) 

Ceiling 
(UC) 

Climate 
zone 

Heating 
degree-

day 
(HDD) 

Province 
External 

wall 
(UW) 

Floor 
(UF) 

Ceiling 
(UC) 

Climate 
Zone 

Heating 
degree-

day 
(HDD) 

Province 
External 

wall 
(UW) 

Floor 
(UF) 

Ceiling 
(UC) 

Climate 
Zone 

Heating 
degree-

day 
(HDD) 

Adana 0.66 0.66 0.43 1 1244 Duzce 0.57 0.57 0.38 2 2463 Manisa 0.57 0.57 0.38 2 1888 
Adıyaman 0.57 0.57 0.38 2 2016 Edirne 0.57 0.57 0.38 2 2558 Mardin 0.57 0.57 0.38 2 2287 

Afyonkarahisar 0.48 0.43 0.28 3 3102 Elazıg 0.48 0.43 0.28 3 3004 Mersin 0.66 0.66 0.43 1 1109 
Agri 0.36 0.36 0.21 5 4686 Erzincan 0.38 0.38 0.23 4 3348 Mugla 0.57 0.57 0.38 2 2215 

Aksaray 0.48 0.43 0.28 3 2946 Erzurum 0.36 0.36 0.21 5 4934 Muş 0.38 0.38 0.23 4 3903 
Amasya 0.57 0.57 0.38 2 2576 Eskişehir 0.48 0.43 0.28 3 3239 Nevşehir 0.48 0.43 0.28 3 3246 
Ankara 0.48 0.43 0.28 3 2960 Gaziantep 0.57 0.57 0.38 2 2326 Nigde 0.48 0.43 0.28 3 3142 
Antakya 0.66 0.66 0.43 1 1416 Giresun 0.57 0.57 0.38 2 2079 Ordu 0.57 0.57 0.38 2 2118 
Antalya 0.66 0.66 0.43 1 1361 Gumuşhane 0.38 0.38 0.23 4 3488 Osmaniye 0.57 0.57 0.38 2 1341 
Ardahan 0.36 0.36 0.21 5 5059 Hakkari 0.38 0.38 0.23 4 3716 Rize 0.57 0.57 0.38 2 2125 

Artvin 0.48 0.43 0.28 3 2713 Igdır 0.48 0.43 0.28 3 3050 Sakarya 0.57 0.57 0.38 2 2154 
Aydın 0.57 0.57 0.38 2 1572 Isparta 0.48 0.43 0.28 3 2911 Samsun 0.57 0.57 0.38 2 2148 

Balikesir 0.57 0.57 0.38 2 2312 İstanbul 0.57 0.57 0.38 2 2188 Sanliurfa 0.57 0.57 0.38 2 1758 
Bartin 0.57 0.57 0.38 2 2537 İzmir 0.66 0.66 0.43 1 1480 Siirt 0.57 0.57 0.38 2 2270 

Batman 0.57 0.57 0.38 2 2126 Kahramanmaraş 0.57 0.57 0.38 2 1983 Sinop 0.57 0.57 0.38 2 2191 
Bayburt 0.38 0.38 0.23 4 4236 Karaman 0.48 0.43 0.28 3 3054 Sivas 0.38 0.38 0.23 4 3643 
Bilecik 0.48 0.43 0.28 3 2689 Kars 0.36 0.36 0.21 5 4770 Tekirdag 0.57 0.57 0.38 2 2349 
Bingöl 0.48 0.43 0.28 3 3193 Kastamonu 0.38 0.38 0.23 4 3350 Tokat 0.48 0.43 0.28 3 2728 
Bitlis 0.38 0.38 0.23 4 3616 Kayseri 0.38 0.38 0.23 4 3336 Trabzon 0.57 0.57 0.38 2 2025 
Bolu 0.48 0.43 0.28 3 3050 Kilis 0.57 0.57 0.38 2 1865 Tunceli 0.48 0.43 0.28 3 3056 

Burdur 0.48 0.43 0.28 3 2702 Kirikkale 0.48 0.43 0.28 3 2844 Uşak 0.48 0.43 0.28 3 2749 
Bursa 0.57 0.57 0.38 2 2272 Kirklareli 0.48 0.43 0.28 3 2578 Van 0.38 0.38 0.23 4 3617 

Canakkale 0.57 0.57 0.38 2 2106 Kırşehir 0.48 0.43 0.28 3 3126 Yalova 0.57 0.57 0.38 2 2150 
Cankiri 0.48 0.43 0.28 3 3162 Kocaeli 0.57 0.57 0.38 2 2098 Yozgat 0.38 0.38 0.23 4 3550 
Corum 0.48 0.43 0.28 3 3219 Konya 0.48 0.43 0.28 3 3162 Zonguldak 0.57 0.57 0.38 2 2305 

Denizli 0.57 0.57 0.38 2 1958 Kutahya 0.48 0.43 0.28 3 3131       
Diyarbakır 0.57 0.57 0.38 2 2528 Malatya 0.48 0.43 0.28 3 2800       
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Table 4. The highest total heating surface area in Turkey for permission to use the structure 

of residential areas in 2018 (external walls, floors and ceilings of the total), and cities with the 

highest heating degree-day value [1,9] 

 
Province Total Heating Surface Area 

(Total external walls, floors and 

ceilings (m2)) 

Heating Degree-

day Value 

(HDD) 

The provinces with the highest heating degree-day value 

Ardahan 17,117 5059 

Erzurum 624,823 4934 

Kars 340,769 4770 

Agri 1,415 4686 

Bayburt 104,829 4236 

The provinces with the highest heating surface area 

Istanbul 28,059,644 2188 

Ankara 13,925,246 2960 

Izmir 4,091,531 1480 

Bursa 7,007,832 2272 

Antalya 84,338 1361 

Turkey Using Natural Gas  

120,635,372 

Using Coal  

32,193,958 

2713  

(Turkey avg.) 

 Average 

Zone 1 

Zone 2 

Zone 3 

Zone 4 

Zone 5 

1322 

2148 

2983 

3618 

4862 

 

 

3 Result and Discussion 
 
3.1  Amount of The Fuel Consumption 

 
Total natural gas consumption per unit area (sum of fuel consumption per unit area 

for external wall, floor, and ceiling) depending on the heat transfer coefficients which 

recommended in TS 825 for building envelope calculated between 12.660 to 11.284 

m3/m2 for the five provinces which has the highest heating degree-day value. When 

the heat transfer coefficient is reduced by 1%, it is calculated between 12.533 to 

11.171, when it is decreased by 2%, it is calculated between 12.407 to 11.059 when it 

is decreased by 5%, it is calculated between 12.027 to 10.720 when it is decreased by 

10%, between 11.394 to 10.156 and when it was reduced 25%, it was calculated be-

tween 9.495 to 8.463 m3/m2. For provinces with the highest total area of the building 

envelope (total external wall, floor and ceiling areas), these values are between 9.478 

to 6.409 m3/m2 depending on the recommended heat transfer coefficients in TS 825. It 

is calculated between 9.383 to 6.345 when decreased by 1%, between 9.289 to 6.281 

when decreased by 2%, between 9.004 to 6.088, when decreased by 5%, it is founded 
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between 8.530 to 5.768, when decreased by 10% and it is calculated between 7.109 to 

4.807 m3/m2 when decreased by 25%. 

 

Total coal consumption per unit area (sum of fuel consumption per unit area for ex-

ternal wall, floor, and ceiling) depending on the recommended heat transfer coeffi-

cients in TS 825 for the external wall, floor, and ceiling; it is calculated between 

21.348 to 19.028 kg/m2 for the five provinces which has the highest heating degree-

day. Total coal consumption was calculated between 21.134 to 18.838 when the heat 

transfer coefficient was reduced by 1%, between 20.921 to 18.648 when decreased by 

2%, between 20.280 to 18.077 when decreased by 5%, between 19.213 to 17.125 

when decreased by 10% and between 16.011 to 14.271 kg/m2 when decreased by 

25%. For provinces with the highest total area of the building envelope (total external 

wall, floor, and ceiling areas), these values are between 15.983 to 10.807 kg/m2 per 

unit area depending on the recommended heat transfer coefficients in TS 825. When 

the heat transfer coefficient was reduced by 1%, it is calculated between 15.823 to 

10.699,  it was reduced by 2%, calculated between 15.663 to 10.591,  it was reduced 

5%, calculated between 15.183 to 10.267, it was reduced 10%, between 14.384 to 

9.726 and it was reduced 25%, between 11.987 to 8.105 kg/m2. 

 

Figure 1 shows the change in natural gas consumption for the coldest five provinc-

es (heating degree-day value is the highest) depending on the reduction in heat trans-

fer coefficient on the external wall, floor, and ceiling. In Figure 2, the change of natu-

ral gas consumption for five provinces with the highest heating surface area is shown 

depending on the reduction in heat transfer coefficient on the external wall, floor, and 

ceiling. Figure 3 shows the change in coal consumption for the five coldest provinces 

(heating degree-day value is the highest) depending on the reduction in heat transfer 

coefficient on the external wall, floor, and ceiling. In Figure 4, the change of coal 

consumption for the provinces with the five highest heating surface areas is shown 

depending on the reduction in heat transfer coefficient on the external wall, floor, and 

ceiling. In Table 5, the average fuel consumption in Turkey and in general change 

was explained according to the change of the heat transfer coefficient of the external 

walls, floor, and ceiling. 

 

Fig. 1. The reduction in natural gas consumption for the five coldest provinces in Turkey 

(heating degree-day value is the highest) depending on the change of heat transfer coefficient of 

the external wall, floor, and ceiling 

0

10

20

30

40

50

60

0
1

2
5

10
25

F
u

e
l 

c
o

n
su

m
p

ti
o

n
 (

m
3
/m

2
)

Percent reduction (%)

Bayburt-Ceiling

Bayburt-Floor

Bayburt-Wall

Agrı-Ceiling

Agrı-Floor

Agrı-Wall

Kars-Ceiling

Kars-Floor

Kars-Wall

Erzurum-Ceiling

Erzurum-Floor

Erzurum-Wall

Ardahan-Ceiling

Ardahan-Floor

Ardahan-Wall



81 | P a g e  

 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

Fig. 2. The reduction in natural gas consumption for the provinces with the five highest 

heating surface area depending on the change of heat transfer coefficient of the external wall, 

floor, and ceiling 

 

 

 
 

Fig. 3. The reduction in coal consumption for the five coldest provinces in Turkey (heating 

degree-day value is the highest) depends on the change of heat transfer coefficient of external 

wall, floor, and ceiling. 
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Fig. 4. The reduction in coal consumption for five provinces with the highest heating surface 

area depending on the change of heat transfer coefficient of the external wall, floor, and ceiling. 

 
Table 5. Average per unit area fuel consumption change due to percent reduction of heat 

transfer coefficients of the external wall, floor, and ceilings in Turkey. 

 
Parameter Percent reduction of heat transfer coefficients (%) 

0 1 2 5 10 25 

NATURAL GAS 

Natural gas consumption according to external wall unit area (m3/m2) 

Average 3.546 3.511 3.476 3.369 3.192 2.660 

Natural gas consumption according to floor unit area (m3/m2) 

Average 3.414 3.380 3.346 3.244 3.073 2.561 

Natural gas consumption according to ceiling unit area (m3/m2) 

Average 2.205 2.183 2.161 2.095 1.984 1.654 

Natural gas consumption according to total surface unit area (m3/m2) 

General 

Average 
9.166 9.074 8.982 8.708 8.249 6.874 

COAL 

Coal consumption according to external wall unit area (kg/m2) 

Average 5.980 5.920 5.861 5.681 5.382 4.485 

Coal consumption according to floor unit area (kg/m2) 

Average 5.758 5.700 5.642 5.470 5.182 4.318 

Coal consumption according to ceiling unit area (kg/m2) 

Average 3.718 3.681 3.644 3.532 3.346 2.789 

Coal consumption according to total surface unit area (kg/m2) 

General 

Average 
15.456 15.301 15.147 14.683 13.910 11.592 

 

 

Turkeys’ average natural gas consumption per unit area (total fuel consumption per 

unit area for exterior wall, floor, and ceiling) depending on the heat transfer coeffi-

cients recommended in TS 825 for external wall, floor and ceiling were calculated as 

9.166 m3/m2, when the heat transfer coefficient is reduced by 1%, it is calculated as 

9.074 m3/m2, when reduced 2%, it is calculated as 8.982 m3/m2, when 5% reduced it 

is calculated 8.708 m3/m2,  when reduced by 10%, it is calculated as 8.249 m3/m2 and 

when 25% reduced it is calculated as 6.874 m3/m2.  
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Turkeys’ average coal consumption per unit area (total fuel consumption per unit 

area for exterior wall, floor, and ceiling) depending on the heat transfer coefficients 

recommended in TS 825 for external wall, floor and ceiling were calculated as 15.456 

kg/m2, when the heat transfer coefficient is reduced by 1%, it is calculated as 15.301, 

when reduced 2%, it is calculated as 15.147, when 5% reduced it is calculated 14.683,  

when reduced by 10%, it is calculated as 13.910  and when 25% reduced it is calcu-

lated as 11.592 kg/m2 .  

 
3.2 Amount of Emission Related to Fuel Consumption 

 
CO2 emission related to total natural gas consumption per unit area (total CO2 

emission per unit area for external wall, floor, and ceiling) depending on the heat 

transfer coefficients recommended in TS 825; were calculated between 176.200 to 

157.054 kg/m2 for the five provinces which have highest heating degree-day values. 

When the heat transfer coefficient was decreased by 1%, It was calculated between 

174.438 to 155.484, when it was decreased by 2%, between 172.676 to 153.913, 

when it was decreased by 5%, between 177.390 to 149.202, when it was decreased by 

10%, it was calculated between 158.580 to 141.349 and when it was decreased by 

25%, it is calculated between 132.150 to 117.791 kg/m2. For provinces with the high-

est total area of the building envelope (total external wall, floor, and ceiling areas), 

these values are calculated between 131.916 to 89.198 kg/m2 per unit area depending 

on the recommended heat transfer coefficients in TS 825. When the heat transfer co-

efficient was decreased by 1%, it is calculated between 130.597 to 88.306, reduced by 

2%, between 129.278 to 87.414, reduced by 5%, between 125.320 to 84.738, de-

creased by 10%, between 118.725 to 80.278, and decreased by 25%, calculated be-

tween 98.937 to 66.899 kg/m2. 

 

CO2 emission related to total coal consumption per unit area (total CO2 emission 

per unit area for external wall, floor, and ceiling) depending on the heat transfer coef-

ficients recommended in TS 825; were calculated between 72.574 to 64.688 kg/m2 for 

the five provinces which have highest heating degree-day values. When the heat 

transfer coefficient was decreased by 1%, It was calculated between 71.848 to 64.041, 

when it was decreased by 2%, between 71.122 to 63.394, when it was decreased by 

5%, between 68.945 to 61.454, when it was decreased by 10%, it was calculated be-

tween 65.316 to 58.219 and when it was decreased by 25%, it is calculated between 

54.430 to 48.516 kg/m2. For provinces with the highest total area of the building en-

velope (total external wall, floor, and ceiling areas), these values are calculated be-

tween 54.334 to 36.739 kg/m2 per unit area depending on the recommended heat 

transfer coefficients in TS 825. When the heat transfer coefficient was decreased by 

1%, it is calculated between 53.791 to 36.372, reduced by 2%, between 53.247 to 

36.004, reduced by 5%, between 51.617 to 34.902, decreased by 10%, between 

48.900 to 33.065, and decreased by 25%, calculated between 40.750 to 27.554 kg/m2. 

 

SO2 emission related to total coal consumption per unit area (total SO2 emission 

per unit area for external wall, floor, and ceiling) depending on the heat transfer coef-

ficients recommended in TS 825; were calculated between 0.149 to 0.133 kg/m2 for 

the five provinces which have highest heating degree-day values. When the heat 
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transfer coefficient was decreased by 1%, It was calculated between 0.148 to 0.132, 

when it was decreased by 2%, between 0.146 to 0.130, when it was decreased by 5%, 

between 0.142 to 0.126, when it was decreased by 10%, it was calculated between 

0.134 to 0.120 and when it was decreased by 25%, it is calculated between 0.112 to 

0.100 kg/m2. For provinces with the highest total area of the building envelope (total 

external wall, floor, and ceiling areas), these values are calculated between 0.112 to 

0.075  kg/m2 per unit area depending on the recommended heat transfer coefficients 

in TS 825. When the heat transfer coefficient was decreased by 1%, it is calculated 

between 0.111 to 0.075, reduced by 2%, between 0.109 to 0.074, reduced by 5%, 

between 0.106 to 0.072, decreased by 10%, between 0.100 to 0.068, and decreased by 

25%, calculated between 0.084 to 0.057kg/m2. 

 

In Figure 5, the CO2 emissions change graph according to natural gas consumption 

and due to the reduction in heat transfer coefficient was given for five coldest prov-

inces (heating degree-day value is the highest). In Figure 6, the CO2 emissions change 

graph according to natural gas consumption and due to the reduction in heat transfer 

coefficient (external wall, floor, and ceiling) were given for the provinces with five 

highest heating unit surface area. In Figure 7, the CO2 emissions change graph ac-

cording to coal consumption and due to the reduction in heat transfer coefficient was 

given for five coldest provinces (heating degree-day value is the highest). In Figure 8, 

the CO2 emissions change graph according to coal consumption and due to the reduc-

tion in heat transfer coefficient (external wall, floor, and ceiling) were given for the 

provinces with five highest heating unit surface area. In Figure 9, the SO2 emissions 

change graph according to coal consumption and due to the reduction in heat transfer 

coefficient was given for five coldest provinces (heating degree-day value is the high-

est). In Figure 10, the SO2 emissions change graph according to coal consumption and 

due to the reduction in heat transfer coefficient (external wall, floor, and ceiling) were 

given for five provinces with the highest heating unit surface area. In Table 6, the 

average emission change in Turkey according to the percent reduction of heat transfer 

coefficients (external wall, floor, and ceiling) were given. 
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Fig. 5. The change of CO2 emission according to natural gas consumption and a decrease in 

the heat transfer coefficient of external walls, floors, and ceiling for five coldest (heating de-

gree-day value is the highest) provinces in Turkey. 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 6. The change of CO2 emission according to natural gas consumption and a decrease in 

the heat transfer coefficient of external walls, floors, and ceiling for the provinces with five 

highest heating surface areas in Turkey. 
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Fig. 7. The change of CO2 emission according to coal consumption and a decrease in the 

heat transfer coefficient of external walls, floors, and ceiling for five coldest provinces which 

has highest heating degree-day in Turkey. 

 

 

 
 

 

Fig. 8. The change of CO2 emission according to coal consumption and a decrease in the 

heat transfer coefficient of external walls, floors, and ceiling for the provinces with five highest 

heating surface areas in Turkey. 
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Fig. 9. The change of SO2 emission according to coal consumption and a decrease in the 

heat transfer coefficient of external walls, floors, and ceiling for five coldest provinces which 

has the highest heating degree-day in Turkey. 

 

 
 

 

 

 

 

 

 

 

 

 
 

 

 

 

Fig. 10. The change of SO2 emission according to coal consumption and a decrease in the 

heat transfer coefficient of external walls, floors, and ceiling for the provinces with five highest 

heating surface areas in Turkey. 
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Table 6. Average and general total emission change depending on the percent reduction in 

heat transfer coefficient of the external wall, floor, and ceiling in Turkey unit area   

 
Parameter The percent reduction in heat transfer coefficient (%) 

0 1 2 5 10 25 

NATURAL GAS 

CO2 emission for external wall unit area according to natural gas consumption (kg/m2) 

Average 49.360 48.866 48.373 46.892 44.424 37.020 

CO2 emission for floor unit area according to natural gas consumption (kg/m2) 

Average 47.522 47.046 46.571 45.145 42.769 35.641 

CO2 emission for ceiling unit area according to natural gas consumption (kg/m2) 

Average 30.688 30.381 30.074 29.153 27.619 23.016 

CO2 emission for total surface unit area according to Turkeys’ natural gas consumption (kg/m2) 

General 

Average 
127.569 126.293 125.018 121.191 114.812 95.677 

COAL  

CO2 emission for external wall unit area according to coal consumption (kg/m2) 

Average 20.330 20.127 19.924 19.314 18.297 15.248 

CO2 emission for floor unit area according to coal consumption (kg/m2) 

Average 19.573 19.378 19.182 18.595 17.616 14.680 

CO2 emission for ceiling unit area according to coal consumption (kg/m2) 

Average 12.640 12.513 12.387 12.008 11.376 9.480 

CO2 emission for total surface unit area according to Turkeys’ coal consumption (kg/m2) 

General 

Average 
52.543 52.018 51.493 49.916 47.289 39.408 

SO2 emission for external wall unit area according to coal consumption (kg/m2) 

Average 0.042 0.041 0.041 0.040 0.038 0.031 

SO2 emission for floor unit area according to coal consumption (kg/m2) 

Average 0.040 0.040 0.039 0.038 0.036 0.030 

SO2 emission for ceiling unit area according to coal consumption (kg/m2) 

Average 0.026 0.026 0.025 0.025 0.023 0.019 

SO2 emission for total surface unit area according to Turkeys’ coal consumption (kg/m2) 

General 

Average 
0.108 0.107 0.106 0.103 0.097 0.081 

 

Turkey CO2 emission average due to total natural gas consumption per unit area 

(total fuel consumption per unit area for external wall, floor, and ceiling) depending 

on the heat transfer coefficients recommended in TS 825 was calculated as 127.569 

kg/m2. When the heat transfer coefficient was decreased by 1%, it was calculated as 

126.293 kg/m2, when decreased by 2%, 125.018 kg/m2, when decreased by 5%, 

121.191 kg/m2, when decreased by 10%, 114.812 kg/m2, when decreased by 25%, it 

was calculated as 95.677 kg/m2.  

 

Turkey's average CO2 emission due to total coal consumption per unit area (total 

fuel consumption per unit area for external wall, floor, and ceiling) depending on the 

heat transfer coefficients recommended in TS 825 was calculated as 52.543 kg/m2. 

When the heat transfer coefficient was decreased by 1%, it was calculated as 52.018 

kg/m2, when decreased by 2%, 51.493 kg/m2, when decreased by 5%, 49.916 kg/m2, 

when decreased by 10%, 47.289 kg/m2, when decreased by 25%, it was calculated as 

39.408 kg/m2.  
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Turkey's average SO2 emission due to total coal consumption per unit area (total 

fuel consumption per unit area for external wall, floor, and ceiling) depending on the 

heat transfer coefficients recommended in TS 825 was calculated as 0.108 kg/m2. 

When the heat transfer coefficient was decreased by 1%, it was calculated as 0.107 

kg/m2, when decreased by 2%, 0.106 kg/m2, when decreased by 5%, 0.103 kg/m2, 

when decreased by 10%, 0.097 kg/m2, when decreased by 25%, it was calculated as 

0.081 kg/m2.  

 
3.3  Total Emission Change for the Provinces with the Highest Heating Sur-

face Area and Highest Heating Degree-Day Values 

 
CO2 emission for the provinces with the highest heating degree-day values due to 

total natural gas consumption for the total surface area (total CO2 emission dependent 

on the total of the external wall, floor and ceiling area) related to the heat transfer 

coefficients recommended in TS 825 was calculated between 107,373.790 to 230.941 

tone/year. When the heat transfer coefficient is reduced by 1%, it was calculated be-

tween 106,300.052 to 228.631, when reduced by 2%, between 105,226.314 to 

226.322, when reduced by 5%, between 102,005.100 to 219.394, when reduced by 

10%, between 96,636.411 to 207.847, when reduced by 25%, it was calculated be-

tween 80,530.342 to 173.206 tone/year. For provinces with the highest total area of 

the building envelope (total external wall, floor, and ceiling areas), these values calcu-

lated between 3,494,879.790 to 7522.785 tone/year. When the heat transfer coeffi-

cient was decreased by 1%, it was calculated between 3,459,930.992 to 7,447.557, 

when decreased 2%, between 3,424,982.195 to 7,372.329, when reduced 5%, between 

3,320,135.801 to 7,146.646, when decreased by 10%, between 3,145,391.811 to 

6,770.507 and when decreased 25%, it was calculated between 2,621,159.843 to 

5,642.089 tone/year. 

 

CO2 emission for the provinces with the highest heating degree-day values due to 

total coal consumption for the total surface area (total CO2 emission dependent on the 

total of the external wall, floor and ceiling area) related to the heat transfer coeffi-

cients recommended in TS 825 was calculated between 25,716.118 to 293.053  

tone/year. When the heat transfer coefficient is reduced by 1%, it was calculated be-

tween 25,458.957 to 290.122, when reduced by 2%, between 25,201.796 to 287.192, 

when reduced by 5%, between 24,430.312 to 278.400, when reduced by 10%, be-

tween 23,144.506 to 263.748, when reduced by 25%, it was calculated between 

19287.089 to 219.790 tone/year. For provinces with the highest total area of the build-

ing envelope (total external wall, floor, and ceiling areas), these values calculated 

between 78,986.946 to 5,744.544 tone/year. When the heat transfer coefficient was 

decreased by 1%, it was calculated between 78,197.077 to 5,687.099, when decreased 

2%, between 77,407.207 to 5,629.653, when reduced 5%, between 75,037.599 to 

5,457.317, when decreased by 10%, between 71,088.252 to 5,170.090 and when de-

creased 25%, it was calculated between 59,240.210 to 4,308.408  tone/year. 

 

SO2 emission for the provinces with the highest heating degree-day values due to 

total coal consumption for the total surface area (total SO2 emission dependent on the 

total of the external wall, floor and ceiling area) related to the heat transfer coeffi-
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cients recommended in TS 825 was calculated between 52.847 to 0.602  tone/year. 

When the heat transfer coefficient is reduced by 1%, it was calculated between 52.319 

to 0.596, when reduced by 2%, between 51.790 to 0.590, when reduced by 5%, be-

tween 50.205 to 0.572, when reduced by 10%, between 47.562 to 0.542, when re-

duced by 25%, it was calculated between 39.635 to 0.452 tone/year. For provinces 

with the highest total area of the building envelope (total external wall, floor, and 

ceiling areas), these values calculated between 162.320 to 11.805 tone/year. When the 

heat transfer coefficient was decreased by 1%, it was calculated between 160.697 to 

11.687, when decreased 2%, between 159.074 to 11.569, when reduced 5%, between 

154.204 to 11.215, when decreased by 10%, between 146.088 to 10.625 and when 

decreased 25%, it was calculated between 121.740 to 8.854 tone/year. 

 

In Figure 11, the graph of total CO2 emission change is given for provinces with 

the highest heating degree-day value and highest total heating surface area that will 

occur with natural gas consumption and a decrease in heat transfer coefficients. In 

Figure 12, the graph of total CO2 emission change is given for provinces with the 

highest heating degree-day value and highest total heating surface area that will occur 

with coal consumption and a decrease in heat transfer coefficients. In Figure 13, the 

graph of total SO2 emission change is given for provinces with the highest heating 

degree-day value and highest total heating surface area that will occur with coal con-

sumption and a decrease in heat transfer coefficients. In Table 7, the average emis-

sions change in Turkey depends on the percent reduction in the heat transfer coeffi-

cient of external walls, floor, and ceiling were given. 

 

 

 
 

Fig. 11. Total CO2 emission change graph for provinces with the highest heating degree-day 

value and highest total heating surface area depend on the natural gas consumption and a de-

crease in heat transfer coefficients. 
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Fig. 12. Total CO2 emission change graph for provinces with the highest heating degree-day 

value and highest total heating surface area depend on the coal consumption and a decrease in 

heat transfer coefficients. 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

Fig. 13. Total SO2 emission change graph for provinces with the highest heating degree-day 

value and highest total heating surface area depend on the coal consumption and a decrease in 

heat transfer coefficients. 
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Table 7. The average and general total emissions change table in Turkey depends on the 

percent reduction in the heat transfer coefficient of external walls, floor, and ceiling. 

 
Province Reduction in the heat transfer coefficient (%) 

0 1 2 5 10 25 

NATURAL GAS 

Turkeys' general CO2 emission according to natural gas consumption for the total surface area (tone/year) 

Ardahan 3,016.022 2,985.861 2,955.701 2,865.221 2,714.420 2,262.016 

Erzurum 107,373.790 106,300.052 105,226.314 102,005.100 96,636.411 80,530.342 

Kars 56,613.576 56,047.440 55,481.304 53,782.897 50,952.218 42,460.182 

Ağrı 230.941 228.631 226.322 219.394 207.847 173.206 

Bayburt 16,463.864 16,299.225 16,134.587 15,640.671 14,817.478 1,2347.898 

İstanbul 3,494,879.790 3,459,930.992 3,424,982.195 3,320,135.801 314,5391.811 2,621,159.843 

Ankara 1,836,964.352 1,818,594.709 1,800,225.065 1,745,116.135 1,653,267.917 1,377,723.264 

İzmir 396,866.819 392,898.151 388,929.483 377,023.478 357,180.137 297,650.114 

Bursa  90,6347.575 897,284.099 888,220.623 861,030.196 815,712.817 679,760.681 

Antalya 7522.785 7,447.557 7,372.329 7,146.646 6,770.507 5,642.089 

Total 15,389,334 15,235,403 15,081,593 14,619,921 13,850,388 11,542,030 
COAL  

Turkeys' general CO2 emission according to coal consumption for the total surface area (tone/year) 

Ardahan 293.053 290.122 287.192 278.400 263.748 219.790 

Erzurum 6,904.079 6,835.038 6,765.997 6,558.875 6,213.671 5,178.059 

Kars 5,028.288 4,978.006 4,927.723 4,776.874 4,525.460 3,771.216 

Ağrı 25,716.118 25,458.957 25,201.796 24,430.312 23,144.506 19,287.089 

Bayburt 3,913.230 3,874.098 3,834.966 3,717.569 3,521.907 2,934.923 

İstanbul 5,744.544 5,687.099 5,629.653 5,457.317 5,170.090 4,308.408 

Ankara 31,654.696 31,338.149 31,021.602 30,071.961 28,489.226 23,741.022 

İzmir 78,986.946 78,197.077 77,407.207 75,037.599 71,088.252 59,240.210 

Bursa  14,867.005 14,718.335 14,569.665 14,123.655 13,380.305 11,150.254 

Antalya 24,702.101 24,455.080 24,208.059 23,466.996 22,231.891 18,526.576 

Total 1,691,567 1,674,665 1,657,763 1,606,994 1,522,420 1,268,699 
Turkeys' general SO2 emission according to coal consumption for the total surface area (tone/year) 

Ardahan 0.602 0.596 0.590 0.572 0.542 0.452 

Erzurum 14.188 14.046 13.904 13.479 12.769 10.641 

Kars 10.333 10.230 10.127 9.817 9.300 7.750 

Ağrı 52.847 52.319 51.790 50.205 47.562 39.635 

Bayburt 8.042 7.961 7.881 7.640 7.238 6.031 

İstanbul 11.805 11.687 11.569 11.215 10.625 8.854 

Ankara 65.051 64.401 63.750 61.799 58.546 48.788 

İzmir 162.320 160.697 159.074 154.204 146.088 121.740 

Bursa  30.552 30.247 29.941 29.024 27.497 22.914 

Antalya 50.763 50.256 49.748 48.225 45.687 38.073 

Total 3,477 3,445 3,413 3,316 3,123 2,608 

 
4 Conclusions 

 

When the results obtained from the calculations in the study are examined, 

 

Ardahan is the province with the highest heating degree-day (HDD) value with 

5059 in Turkey. Mersin has the lowest heating degree-day (HDD) value with 1109. 

According to Turkey Statistics Institution data, buildings take a building use permit 

for 2018 is Istanbul which has the highest population density in Turkey and has the 

highest heating surface area in Turkey. The second is Ankara, the third is Izmir, the 

fourth is Bursa and the fifth is Antalya. 

 

Ardahan which is the coldest area in Turkey and has the highest heating degree-

day value has the highest fuel consumption per unit area and highest CO2 and SO2 

emissions. It was observed that the highest amount of fuel consumption and CO2 and 
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SO2 emissions per unit area occurred in Ankara province, depending on the area 

where the highest heating surface area (total external wall, floor and ceiling) for 2018. 

The reason for this is that Ankara has a higher heating degree-day (HDD) value and 

colder climate compared to the other four provinces. 

 

When considering the total heating area for natural gas consumption and CO2 

emissions for Turkey 2018 data, Istanbul is the highest province. The reason for this 

is the city with the highest number of houses using natural gas. The province with the 

highest coal consumption and associated CO2 and SO2 emissions is İzmir. Izmir is the 

province with the highest number of houses using coal. Considering the total heating 

area for the five provinces with the highest heating degree-day value, the province 

with the lowest natural gas consumption and CO2 emission is Agrı. The reason for 

this, Agrı has the lowest number of natural gas used houses compared to the other 

four. Ardahan is the province with the lowest coal consumption and associated CO2 

and SO2 emissions. Ardahan province is the province with the lowest total area of 

heating connected with coal compared to the other four. 

 

Finally, the recommended heat transfer coefficients for the external wall, floor, and 

ceiling in TS 825, depending on the entire area (the sum of the external wall, floor 

and ceiling area) in Turkey, CO2 emission is calculated as 11,542,030 tone/year when 

decreased 25%, it is calculated as 15,389334 tone/year. CO2 emissions depend on the 

total coal consumption in Turkey was calculated as 1,691,567 tones/year when were 

decreased by 25%, it is calculated as 1,268,699 tone/year. SO2 emissions depend on 

the total coal consumption in Turkey is calculated as 3,477 tones/year, when heat 

transfer coefficients were decreased by 25%, it is found as 2,608 tone/year. 

 

References 
 

1. Dombaycı, Ö. A.: Degree-days maps of Turkey for various base temperatures, Ener-

gy, 34 (11), 1807-1812(2009) 

2. Keçebaş, A.: Determination of optimum insulation thickness in pipe for exergetic life 

cycle assessment, Energy Conversion and Management, 105, 826-835( 2015).   

3. Kurekçi, N. A.: Determination of optimum insulation thickness for building walls by 

using heatin: and cooling degree-day values of all Turkey’s provincial centers, Ener-

gy and Buildings 118, 197-213(2016). 

4. Çomaklı, K., Yüksel, B.: Environmental impact of thermal insulation thickness in 

buildings, Applied Thermal Engineering, 24 (5-6), 933-940(2004). 

5. Kon, O.: Determining Theoretically And Practically The Optimum Insulation Thick-

ness Of Buildings Used For Different Purposes According To Heating And Cooling 

Loads, Ph.D. Thesis, Balikesir University, Institute of Science, Balikesir, Turkey 

(2014). 

6. Kon, O.: Calculation of fuel consumption and emissions in buildings based on exter-

nal walls and windows using economic optimization, Journal of the Faculty of Engi-

neering and Architecture of Gazi University 33(1),101-113(2018). 

7. Doğal Gaz-LPG Tesisatı ve Bacalar ISISAN Yayınları No:345  

8. TS 825: Thermal insulation requirements for buildings, Turkish Standard, December 

2013. 

9. Turkey Statistical Institute Housing Data (TUİK) 



94 | P a g e  

 

 

Renewable Energy Consumption Due to Internal Gas 

Gap Thickness in Buildings' Windows 

Okan Kon1[0000-0002-5166-0258], İsmail Caner2[0000-0003-1232-649X] 

1,2Balikesir University Engineering Faculty Mechanical Engineering Department Cagis Campus 

10145 Cagis/Balikesir-Turkey 
 

ismail@balikesir.edu.tr 

Abstract. In this study, the change in the consumption of renewable energy sources such as 

olive cake (as a biomass) and geothermal energy depending on the internal gap thickness of the 

building windows in Balikesir province was investigated. Gonen district in Balikesir is the city 

where the first application of the geothermal district heating system used. In addition, geother-

mal district heating systems are applied in districts such as Bigadiç, Edremit, Güre and Sındırgı. 

Besides, in the districts such as Edremit, Burhaniye, Havran, Gömeç, Ayvalık, which are close 

to the Aegean Sea and have coasts, are produced olive and olive cake as a biomass. In this 

study, heat transfer coefficients were calculated in two glazed windows with 3, 6, 9, 12, 15 and 

18 mm air gap thickness. Fuel and energy consumptions related to heat transfer coefficients 

were determined. In fuel and energy consumption calculations, heating degree-day values of 

Balikesir province for different base temperatures were used. In addition, the chemical formula 

for olive cake, depending on its chemical composition, has been determined. CO2 and SO2 

emissions of the olive cake were calculated using the chemical formula and with the help of 

combustion equations. 

Keywords: Olive Cake, Geothermal Energy, Air Gap Thickness, Window Heat Transfer Coef-

ficient 

 

 1  Introduction 
 

Balikesir province is very rich in terms of geothermal resources. Balikesir ranking is 

4th at the geothermal energy potential in Turkey. In Balikesir, 7 geothermal areas 

were determined at 30 ° C and higher temperatures. These are Balikesir-Pamukcu, 

Balya-Dag Hot Spring, Bigadic-Hisarköy, Sindirgi-Hisaralan, Edremit-Derman, Gure, 

Manyas-Serpin, Kepekler, Gonen and Susurluk-Yildiz regions which are very im-

portant hot water sources from geothermal energy. The Bigadic geothermal district 

heating system which started its operations in 2004 to heat 3,000 residences uses the 

energy produced in Hisarköy geothermal area in residential heating. Sındırgı geo-

thermal district heating system which is planned to heat 3,000 residences for Sındırgı 

district, has been designed. Edremit geothermal district heating system was put into 

operation in the region in order to heat the Edremit district center in 2003 and it was 

designed to respond to a total capacity of 7,500 residences. Gure geothermal district 



95 | P a g e  

 

 

heating system was put into operation in 2004, and 589 residences were heated in the 

system as of December 2011. The first geothermal district heating system in Turkey 

put into operation in 1987 for 600 residences in Gonen. The number of houses heated 

by 1,600 houses added to the system in 1995 reached 2,200. As of december 2009, the 

number of subscribers in the system reached 2,636 and the equivalent of 2,993 resi-

dences was realized [1]. 

 

In agriculture, especially in the production of olive oil; Balikesir ranks 5th with a 

capacity of 120,369 tons /year in Turkey. In olive production; Edremit, Burhaniye, 

Havran, Gomec, Ayvalik are the leading regions. Of the agricultural waste, olive cake 

is the solid waste left by the processing of olives into oil. It contains some oil and 

high humidity. Olive cake is extracted in oil factories and its moisture is reduced and 

it becomes a fuel. It gives very high efficiency in industrial boilers and stoker floor 

heating boilers. Due to the high lignin content, it has been determined that it is more 

appropriate to obtain activated carbon by pyrolysis compared to other biomass. In 

Turkey, 1 million tons of olives enter olive oil production annually and approximately 

450,000 tons of olive cake is obtained following Spain, Italy and Greece olive oil 

production. Olive cake can be used as fuel alone or it can be burned with other fuels 

such as low-calorie lignite coal. An average of 42,951 tons/year dry olive cake is 

obtained in Balikesir province. The average thermal capacity of this is 743,052 

GJ/year, and if biogas is obtained, its average biogas capacity is 7,645,100 m3/year 

[1]. 

 

The aim of the study is to investigate the change in the use of renewable energy 

sources such as biomass (olive cake) and geothermal energy depending on the thick-

ness of the internal gap in the windows of the buildings in Balikesir. Firstly, heating 

degree-day (HDD) values were calculated for different base temperatures (15.5, 17.5, 

19.5, 21 and 23) of Balikesir province. Secondly; calculations were made for the un-

coated glazed window with  0.89 emissivity value given the standard of TS 2164 

(Principles for the preparation of the projects of the central heating systems) and the 

coated glazed window with the lowest emissivity value of 0.05. Besides, the gap 

thickness of 3, 6, 9, 12, 15, 18 mm given in the same standard was taken into account 

[2]. Heat transfer coefficients in double-layered windows with air gap are calculated. 

Fuel and energy consumption based on heat transfer coefficients were determined. 

Finally, as biomass, the chemical formula for olive cake depending on its chemical 

composition has been determined. CO2 and SO2 emissions of the olive cake were 

calculated by using the chemical formula and with the help of combustion equations. 

Outdoor temperature was taken from the external data for the General Directorate of 

Meteorology, Balikesir, as (-7.7)  0C for 11 January and wind speed as 9.5 m/s for the 

coldest day of 2017 [3].  
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2 Material and Method 
 

2.1 Heating degree-day calculation 

 

The concept of heating degree-day is calculated based on the basic temperatures that 

are accepted for heating on cold days, taking into account the daily maximum and 

minimum temperatures for many years (more than 10 years). 

 

According to the 21-year data, heating degree-day values were determined according 

to the calculation method given below by using the daily maximum (tmax), daily min-

imum (tmin) and base temperature (tb). Heating degree-day value was found for 19.5 
0C basic temperature [4]. Heating degree-day value; 

 

 If  tmax>tb, tmin<tb ve (tmax-tb)<(tb-tmin) , HDDday=0.5(tb-tmin)-0.25(tmax-tb)                   (1) 

 

 If  tmax>tb, tmin<tb ve (tmax-tb)>(tb-tmin) , HDDday=0.5(tb-tmin)-0.25(tmax-tb)                   (2) 

 

                           If  tmax<tb, tmin<tb  ise HDDday=tb-0.5(tb+tmin)                                    (3) 

  

                                                  HDDyear=∑ HDDdaydays                                              (4) 

 

                                                   HDD=
∑ HDDyear21 year

21
                                               (5) 

 

2.2 Calculation of heat transfer coefficient of windows 

 

In the vertical position, the air trapped between the two glass layers rises through the 

hot surface (internal glass layer) and falls through the cold surface (external glass 

layer), and the cycle starts depending on the Nusselt number of the fluid. If the num-

ber of Nusselt is 1, the air is motionless and it performs heat transfer by conduction, 

and if Nusselt is greater than 1, heat transfer is performed with the natural convection. 

Convection heat transfer is only as rigid as the Nu number of heat transfer through 

conduction. When the Rayleigh number is less than 1708, conduction heat transfer 

takes place, since buoyancy cannot overcome fluid resistance. When the Rayleigh 

number is greater than 1708, buoyancy overcomes fluid resistance and convection 

heat transfer takes place, as laminar flow, called Bernard cells, appears to be in the 

form of octagonal cells. [5]. The structure of the window used in calculations is given 

in Figure 1. 

 

 

 

 

 

 

 

 

 



97 | P a g e  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 1.  Windows structure 

 

 

General heat transfer coefficient for multi-glazed windows [6,7], 

 

                                                   U=
1

1

hiA
+

c

kcamA
+

1

(U2-3,con+U2-3,rad)
+

c

kcamA
+

1

h0A

                                 (6)                 

 

Here, the internal layer of the external window U2-3con conduction and U2-3rad is radia-

tion heat transfer coefficient; 

 

                                                       U2-3,con=
1

L

Akhava
+(n-2)(

c

Akcam
+

L

Akhava
)
                                    (7) 

 

                                                       U2-3,rad=
1

2(1-ε)

(Aε)
+

2(n-1)(1-ε)

(Aε)
+

(n-1)

(FijA)

.
σ(T2

4
-T3

4
)

(T2-T3)
                                (8) 

 

Here, n is the number of layers, L is air gap thickness, A is a surface area, ε is emis-

sivity, σ is Stefan-Boltzman constant, ho and hi are internal and external convection 

heat transfer coefficients, kglass is heat conduction coefficient of glass (kglass = 0.92 

W/mK). The (1- ε)/(εA) and 1 / Fij are the surface and area the radiation resistance, 

respectively. Fij appearance factor was taken as 1. Glass thickness (c) is accepted as 4 

mm [6,7]. 

 

hi is the internal convection heat transfer coefficient and it is equal to the sum of in-

door radiation and convection heat transfer coefficient. 

 

                                                                           hi=hr+hc                                                     (9) 

 

The internal radiation heat transfer coefficient, hr was taken as 4.4 W/m2K for uncoat-

ed windows, for coated windows, hr was taken as (4.4*ε/0.837), and hc convection 

value was taken as 3.6 W/m2.K. These values standardized according to EN 673. 
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Here, ε is emissivity and v is wind speed (m/s). External convection heat transfer 

coefficient according to ASHRAE is given below [8]. 

 

                                                               h0=7.1+3.42.v                                            (10) 

 

2.3 Calculation of fuel consumption 

 

Annual fuel consumption for heating for multi-glazed windows [9,10]  

 

                                                       MFH
=

86.400.UT.HDD

ηHHu
                                      (11) 

                                                                                                                                                     

Here, HDD is heating degree-day value, U (W/m2.K) is heat transfer coefficient of 

windows, Hu is lower heat value and ηH is heating system efficiency.  
 
2.4 Chemical formula of olive cake 

 
The total mass of a mixture of N mixtures, mT, is the sum of the individual masses of 

the mixes. The total mole amount of the mixture is nT, the sum of the individual molar 

amounts of the mixtures. [11].  

 

                                                                             mT=∑mi                                                   (12)

N

i=1

 

 

                                                                              nT=∑ ni

N

i=1

                                                       (13) 

 
The molar ratio of the mixture to the total molar ratio of the mixture (yn) is the molar 

ratio.  

 

                                                                                  y
n
=

ni

n
                                                          (14) 

 
Sum of the mass ratio (ym) and mole ratio (yn) is one.  

 

                                                                                   ∑ y
mi

=1

N

1

                                                  (15) 

 

∑ y
ni

=1

N

1

                                           (16) 
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The mass of a substance is equal to the molar quantity (n) of the substance multiplied 

by the molar mass (M). [11].  

 
                                                                             m=n.M                                                  (17) 

 

Chemical formula of olive cake is given below; 

 

C4.05 H5.73 O2.5288 S0.0016 N0.112 

 

2.5. Combustion equations and emission calculation 

 

General chemical formula of fuel combustion equation [7,12,13]; 

 

        CaHbOzSpNq+α.A.(O2+3.76N2)→a.CO2+ (
b

2
) .H2O+p.SO2+B.O2+D.N2        (18)

 
 

Here, O2+3.76 N2 shows the air is dry. With the equalisation of Oxygen for A, B and 

D; 

 

                                                                               A = (a +
b

4
+ p −

z

2
)                             (19)     

                                      

 

                                                                         B=(α-1).(a+
b

4
+p-

z

2
)                             (20)    

                                       

 

                                                                        D=3.76.α.(a+
b

4
+p-

z

2
)+

q

2
                        (21)                                          

 
 

Here, CO and NOx emissions are neglected. Combustion emission rates produced by 

combustion of 1 kg of fuel are given below;   

 

                                                                  MCO2
=

a.CO2

Ṁ
       (kg CO2 /kg fuel)          (22) 

 

                                                                  MSO2
=

p.SO2

Ṁ
       (kg SO2 /kg fuel)       (23) 

 

If the amount of the total fuel burned to the right of the above equations is derived by 

writing Mf, the total emissions of CO2 and SO2 are found as follows; 

 

                                                                     MCO2
=

44.a

Ṁ
. Mf      (kg/m2 year)     (24) 

 

                                                                     MSO2
=

64.p

Ṁ
. Mf        (kg/m2 year)     (25) 
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M is the molar weight of the fuel and is found as follows. Here, the sub-indices a, b, z, 

p, q are combinations of the elements in the chemical formula of fuels. 

 

                                                         Ṁ =12.a+b+16.z+32.p+14.q   (kg/kmol)              (26) 

 

amount of heating fuel consumed annually [7,12,13].  

 

3 Result and Discussion 

 

3.1 The values used in calculations 

 

Energy sources and their properties used for heating are given in Table 1. In Table 2, 

heating degree-day (HDD) values of Balikesir province for different basic tempera-

tures are shown. The chemical composition of olive cake as biomass is given in Table 

3. Table 4 shows the windows internal surface temperatures depending on the air gap 

thickness for uncoated windows with 0.89 emissivity value and coated with 0.05 

emissivity value. In     Table 5, the window heat transfer coefficients equations based 

on the air gap thickness were obtained for coated and uncoated windows with emis-

sivity 0.05 and 0.89, respectively. Table 6 shows window heat transfer coefficients 

depending on the air gap thickness for uncoated and coated windows. Figure 2 shows 

the windows internal surface temperatures depending on the air gap thickness for 

uncoated windows with 0.89 emissivity value. In Figure 3, windows internal surface 

temperatures depending on the air gap thickness are given for coated glass window 

with 0.05 emissivity value. Figure 4 shows heat transfer coefficients depending on air 

gap thickness for uncoated glass windows with 0.89 emissivity value. In figure 5, heat 

transfer coefficients based on air gap thickness are given for coated glass window 

with 0.05 emissivity value.  

 

Table 1. Energy sources and their properties used for heating [14, 15]  

Fuel Lower heating value 

Hu (J/kg) 

Efficiency 

ηH (%) 

Geothermal energy 36.000 106 98 

Olive cake energy (Biomass) 20.934 106 87 

 

Table 2. Heating degree-day (HDD) values of Balikesir province for different 

 base temperatures 

Province Base temperature (Tb) 

15.5 17.5 19.5 21 23 

Balikesir 1510 1895 2312 2641 3095 
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Table 3. Chemical composition of olive cake as biomass [16] 

Ingredient Percentage Mass 

(%) 

Carbon (C) 48.59 

Hydrojen (H) 5.73 

Nitrojen (N) 1.57 

Oxygen (O) 40.46 

Sulphur (S) 0.05 

Ash 3.60 

 

 

 

 

 

 

 

 

Fig. 2. The windows internal surface temperatures depending on the air gap thickness for un-

coated windows with 0.89 emissivity value  

 

 

 

 

 

 

 

 

 

Fig. 3. The windows internal surface temperatures depending on the air gap thickness for coat-

ed glass window with 0.05 emissivity value 
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Table 4. The windows internal surface temperatures depending on the air gap thickness for 

uncoated windows with 0.89 emissivity value and coated with 0.05 emissivity value 

Air  

Gap 

Thick-

ness 

(m) 

Uncoated windows  

with 0.89 emissivity value 

Coated windows  

with 0.05 emissivity value 

T2 

Tempera-

ture 

(K) 

T3 

Tempera-

ture 

(K) 

T3-T2 Tem-

perature 

Difference 

(K) 

T2 

Tempera-

ture 

(K) 

T3 

Tempera-

ture 

(K) 

T3-T2 Tem-

perature 

Difference 

(K) 

0.003 268.26 279.78 11.52 267.36 275.12 7.76 

0.006 267.39 283.48 16.09 266.93 278.95 12.03 

0.009 266.97 285.50 18.53 266.66 281.38 14.73 

0.012 266.69 286.75 20.06 266.47 283.05 16.58 

0.015 266.46 287.60 21.14 266.33 284.28 17.94 

0.018 266.34 288.22 21.88 266.23 285.21 18.98 

 

 

 

 

 

 

 

 

 

 

Fig. 4. Heat transfer coefficients depending on air gap thickness for uncoated glass windows  

with 0.89 emissivity value 
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Fig. 5. Heat transfer coefficients based on air gap thickness are given for coated glass window  

with 0.05 emissivity value 

 

Table 5. The window heat transfer coefficients equations based on the air gap thickness for 

coated and uncoated windows with emissivity 0.05 and 0.89 

Parameter Equation Regression 

coefficient (R2) 

Uncoated windows  

with 0.89 emissivity 

value 

UT=1E+12L6-7E+10L5+2E+9L4-

3E+7L3+226153L2-1159L+6.095 
1 

Coated windows  

with 0.05 emissivity 

value 

UT=-2E+9L5+1E+8L4-3E+6L3+45261L2-

432.63L+3.3941 
1 
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Table 6. The window heat transfer coefficients depending on the air gap thickness for uncoated 

and coated windows 

Air 

Gap 

Thickness 

(m) 

Uncoated windows  

with 0.89 emissivity value 

Coated windows  

with 0.05 emissivity value 

Conduction 

Heat 

Transfer 

Coefficient 

(W/m2.K) 

Ucond. 

Radiation 

Heat 

Transfer 

Coefficient 

(W/m2.K) 

Urad. 

Total 

 

(W/m2.K) 

 

Ucond.+Urad.  

General  

Heat 

Transfer 

Coefficient 

(W/m2.K) 

UT 

Conduction 

Heat 

Transfer 

Coefficient 

(W/m2.K) 

Ucond. 

Radiation 

Heat 

Transfer 

Coefficient 

(W/m2.K) 

Urad. 

Total 

(W/m2.K) 

Ucond.+Urad. 

 

General  

Heat 

Transfer 

Coefficient 

(W/m2.K) 

UT 

0.003 8.333 3.123 11.456 4.062 8.330 0.059 8.389 2.427 

0.006 4.170 3.173 7.343 3.389 4.170 0.060 4.230 1.889 

0.009 2.780 3.202 5.982 3.067 2.780 0.061 2.841 1.551 

0.012 2.080 3.219 5.299 2.877 2.080 0.061 2.141 1.316 

0.015 1.670 3.231 4.901 2.755 1.670 0.062 1.732 1.149 

0.018 1.389 3.240 4.629 2.667 1.389 0.062 1.451 1.018 

 

For the uncoated window with emissivity 0.89, the air gap thickness between 0.003 to 

0.018 m and the temperature difference within the window varied between 11.52 to 

21.88 K. Conduction heat transfer coefficient has been calculated between 8.333 to 

1.389 W/m2.K for the gap thickness between 0.003-0.018 m. Radiation heat transfer 

coefficient has been found between 3.123 to 3.240 W/m2.K. General heat transfer 

coefficient has been determined between 4.062 to 2.667 W/m2.K. 

 

For the coated window with emissivity 0.05, the air gap thickness between 0.003 to 

0.018 m and the temperature difference within the window varied between 7.76 to 

18.98 K. Conduction heat transfer coefficient has been calculated between 8.333 to 

1.389 W/m2.K for the gap thickness between 0.003-0.018 m. Radiation heat transfer 

coefficient has been found between 0.059 to 0.062 W/m2.K. General heat transfer 

coefficient has been determined between 2.427 to 1.018 W/m2.K. 

 

3.2        Calculated energy consumption and emission values 

 
In Table 7, geothermal and biomass (olive cake) energy consumption depending on 

the air gap thickness is given for the uncoated window with emissivity 0.89. Table 8 

shows the geothermal and biomass (olive cake) energy consumption depending on the 

air gap thickness for the coated window with emissivity 0.05. In Table 9, biomass 

(olive cake) emission values depending on the air gap thickness are given for uncoat-

ed and coated windows. 
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Table 7. Geothermal and biomass (olive cake) energy consumption depending on the air gap 

thickness for the uncoated window with emissivity 0.89 

Geothermal Energy Consumption (kg/m2) 

Air 

Gap 

Thickness 

(m) 

General  

Heat 

Transfer 

Coefficient 

(W/m2.K) 

UT 

Base temperature (Tb) 

15.5 17.5 19.5 21 23 

0.003 4.062 15.021 18.851 22.999 26.272 30.788 

0.006 3.389 12.532 15.728 19.187 21.919 25.687 

0.009 3.067 11.342 14.233 17.365 19.837 23.267 

0.012 2.877 10.639 13.352 16.290 18.608 21.807 

0.015 2.755 10.188 12.785 15.599 17.819 20.882 

0.018 2.667 9.863 12.377 15.101 17.250 20.215 

Biomass (Olive Cake) Energy Consumption (kg/m2) 

0.003 4.062 29.098 36.517 44.552 50.892 59.641 

0.006 3.389 24.277 30.467 37.171 42.460 49.759 

0.009 3.067 21.970 27.572 33.639 38.426 45.032 

0.012 2.877 20.609 25.864 31.555 36.045 42.242 

0.015 2.755 19.735 24.767 30.217 34.517 40.451 

0.018 2.667 19.105 23.976 29.252 33.414 39.159 
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Table 8. Geothermal and biomass (olive cake) energy consumption depending on the air gap 

thickness for the coated window with emissivity 0.05 

Geothermal Energy Consumption (kg/m2) 

Air 

Gap 

Thickness 

(m) 

General  

Heat 

Transfer 

Coefficient 

(W/m2.K) 

UT 

Base temperature (Tb) 

15.5 17.5 19.5 21 23 

0.003 2.427 8.975 11.263 13.742 15.697 18.396 

0.006 1.889 6.985 8.767 10.696 12.218 14.318 

0.009 1.551 5.736 7.198 8.782 10.032 11.756 

0.012 1.316 4.867 6.107 7.451 8.512 9.975 

0.015 1.149 4.249 5.332 6.506 7.432 8.709 

0.018 1.018 3.764 4.724 5.764 6.584 7.716 

Biomass (Olive Cake) Energy Consumption (kg/m2) 

0.003 2.427 17.386 21.818 26.620 30.408 35.635 

0.006 1.889 13.532 16.982 20.719 23.667 27.735 

0.009 1.551 11.110 13.943 17.012 19.432 22.773 

0.012 1.316 9.427 11.831 14.434 16.488 19.322 

0.015 1.149 8.231 10.329 12.602 14.396 16.870 

0.018 1.018 7.292 9.152 11.166 12.754 14.947 
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Table 9. Biomass (olive cake) emission values depending on the air gap thickness for uncoated 

and coated windows. 

Air 

Gap 

Thickness 

(m) 

Base temperature (Tb) 

15.5 17.5 19.5 21 23 15.5 17.5 19.5 21 23 

Emission values depending on the uncoated windows with 0.89 emissivity 

 CO2 Emission (kg/m2) SO2 Emission (kg/m2) 

0.003 53.782 67.494 82.345 94.064 110.234 0.032 0.040 0.049 0.056 0.066 

0.006 44.871 56.312 68.703 78.479 91.970 0.027 0.034 0.041 0.047 0.055 

0.009 40.607 50.961 62.175 71.023 83.233 0.024 0.030 0.037 0.042 0.050 

0.012 38.092 47.804 58.323 66.622 78.076 0.023 0.028 0.035 0.040 0.046 

0.015 36.476 45.777 55.850 63.798 74.766 0.022 0.027 0.033 0.038 0.044 

0.018 35.312 44.315 54.066 61.759 72.378 0.021 0.026 0.032 0.037 0.043 

Emission values depending on the coated windows with 0.05 emissivity 

 CO2 Emission (kg/m2) SO2 Emission (kg/m2) 

0.003 32.135 40.326 49.202 56.203 65.864 0.019 0.024 0.029 0.033 0.039 

0.006 25.011 31.388 38.295 43.744 51.263 0.015 0.019 0.023 0.026 0.031 

0.009 20.535 25.771 31.443 35.916 42.091 0.012 0.015 0.019 0.021 0.025 

0.012 17.424 21.867 26.678 30.475 35.713 0.010 0.013 0.016 0.018 0.021 

0.015 15.213 19.091 23.292 26.608 31.181 0.009 0.011 0.014 0.016 0.019 

0.018 13.478 16.916 20.638 23.573 27.627 0.008 0.010 0.012 0.014 0.016 

 

For uncoated windows with emissivity 0.89, it is calculated that the geothermal ener-

gy consumption varies between 9.863 to 30.788 kg/m2 for air gap thickness between 

0.003-0.018 m and heating degree-day values between 15.5-230C basic temperatures. 

Olive cake consumption was found between 19.105 to 59.641 kg/m2. By burning the 

olive cake, CO2 emission was determined between 35.312 to 110.234 kg/m2 and SO2 

emission between 0.021 to 0.066 kg/m2. 

 

For coated windows with emissivity 0.05, it is calculated that the geothermal energy 

consumption varies between 3.764 to 18.396 kg/m2 for air gap thickness between 

0.003-0.018 m and heating degree-day values between 15.5-230C basic temperatures. 

Olive cake consumption was found between 7.292 to 35.635 kg/m2. By burning the 

olive cake, CO2 emission was determined between 13.478 to 65.864 kg/m2 and SO2 

emission between 0.008 to 0.039 kg/m2. 

 

 



108 | P a g e  

 

4        Conclusions  

 
As the air gap of the window increases, the temperature difference inside the window 

increases. Conduction heat transfer coefficient decreases, Radiation heat transfer coef-

ficient increases and General heat transfer coefficient decreases. 

 

For the uncoated windows with emissivity 0.89 and coated window with emissivity 

0.05 given at the standard of TS 2164, Principles for the preparation of the projects of 

the central heating systems, the internal window temperature difference for the coated 

window  is higher than the uncoated window. While the conduction heat transfer co-

efficient is unchanged in the coated and uncoated glass windows, the radiation heat 

transfer coefficient is also higher in the uncoated glass window. This is because the 

glass is coated and the low emissivity value is effective. 

 

Heating base-day values increase with the increase of base temperature. This is be-

cause of the increase in the difference between the base temperature and the outdoor 

temperature and increase of the sum of these differences. With the increase in the air 

gap thickness at any base temperature, the fuel consumption and emission values 

associated with the consumption of olive cake decrease for the unit area. 

 

For uncoated glazed windows with emissivity 0.89, the energy consumption for both 

geothermal and olive cake varies between 16.6 to 3.2% with every 3 mm increase in 

air gap thickness. This percentage was calculated between 22.2 to 11.4% for coated 

windows with emissivity 0.05. The percentage change rate decreases with every 3 

mm increase. This is due to the decrease in the value of general heat transfer coeffi-

cient every 3 mm increase. 

 

The emission values for the olive cake with the lowest energy consumption were cal-

culated at 15.5 °C base temperature and 18 mm air gap thickness, and the highest 

energy consumption and emission values were calculated at 23 0C base temperature 

and 3 mm air gap thickness. 
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Abstract. Sustainable transportation is viewed as one of the key components in 

building sustainable cities. On the other hand, the economic, environmental and 

societal effects of transport are described as serious issues that can threaten the 

sustainability of cities. This article provides an elucidative review of the rela-

tionship between transportation (precisely road transportation) and sustainabil-

ity. Firstly, the article provides a brief review about the conventional energy 

systems which are the main causes of unsustainability. Secondly, the paper 

gives a review about the situation of transportation today, transportation and 

energy, the effects of transportation, sustainable transportation and its implica-

tion and the options of renewables in transportation. The report further seeks to 

describe the challenges that need to be tackled in order to achieve a sustainable 

transport network in three different cities (Abuja, Kumasi & Erbil). This is ac-

complished by recognizing the current system and developments in urbaniza-

tion and motorization in each individual city and their effects on the environ-

ment as well as mobility. In conclusion, the report discusses initiatives or routes 

that each city government can take to help tackle sustainability problems relat-

ing to transportation 

Keywords: Sustainability, Transportation, Environment, Urbanization, Cities 

1 Introduction 

Conventional energy sources, for example, petroleum gas, oil, coal, or nuclear are 

dominating and not surprisingly, hold most of the energy usage. However, sustainable 

energy sources like wind energy, sunlight based, biogas/biomass, tidal, geothermal, 

and so forth are free of charge and are always available whenever humans are ready to 

utilize them. Sustainable energy is clean energy and it is always accessible without 

exhausting. Whenever a sustainable energy source is utilized, there is always the same 

available energy, with the same quality as the previously used one. This empowers 

sustainable energy sources to reach potentials which makes them compete enough 

with the   conventional energy sources (Kaushika et al, 2016). 
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Many years ago, humans lived in harmony with nature, without any detrimental ef-

fects on the environment. Various activities of humans did not adversely affect nature 

with regards to energy usage. Nature and humans were at peace with each other until 

the emergence of cities, which required the use of more energy. This constituted the 

industrial revolution, and humans had to turn and attend to other ways of obtaining 

energy, in order to meet the energy demand. The mining and burning of coal became 

eminent as the technology capable of meeting the increasing demand of energy. How-

ever, detrimental issues owing to the use of this technology had to be addressed. A 

typical example being the London case, where a group of miners were burnt to death 

in their quest to mine coal for energy use. The industrialized countries now realized 

the existence of several disadvantages of the coal technology and so later resorted to 

petroleum. Similarly, in 1976, the petroleum crisis emerged and consequently these 

industrialized countries realized petroleum was not the best possible solution to this 

global menace. Nuclear energy, which is now obsolete, emerged between 1973 and 

1978 to help solve the increasing adverse effects of coal and petroleum technologies. 

The problem was institutionalized and the industrialized countries then resorted to 

exportation of these obsolete technologies to developing countries as they immensely 

search for better ways of tackling the energy menace.  

Presently, most energy frameworks are dominantly founded on fossil fuels, yet this 

needs to change later on. The explanation that more and more renewable energy is 

being implemented into the electricity system is to save fuel mainly fossil fuels and 

nuclear energy, when considering certain explicit situations. In a long period of time 

bioenergy will turn into the key issue, as biomass is a constrained asset that cannot be 

relied upon to supplant every single fossil fuel that is currently being used (Lund, 

2000). Apart from the activities of humans that results in CO2 emissions from the 

burning of fossil fuels and the specifications with reference to sustainable usage of 

biomass, there are a few different purposes behind why this change is significant: 

Security of supply and geopolitical issues, health dangers associated with burning of 

fossil fuels, socio-economic outcomes of the energy blends, possession and democra-

cy, while business advancement and employment creation are other significant seg-

ments of the energy framework that have had immense attention for a considerable 

length of time (Lund and Hvelplund, 2012). 

Fossil fuels have a significant impact in these issues and an unsustainable utiliza-

tion of bioenergy may cause comparative difficulties later on. In current fossil-based 

frameworks, the adaptability depends on the fuels used in power plants, boilers and 

vehicles in fluid and solid form. Modern energy frameworks depend on infrastructure 

and storage facilities that can respond to the demands by means of moving fossil fuels 

to different parts of the world in ships and pipelines on the worldwide level, to na-

tional or regional energy infrastructure for example, coal, gas and oil storage facili-

ties. Thus, a worldwide framework depends on enormous scale reserve of energy-

dense fossil fuels that typically can deftly fulfil the needs at the perfect time and place 

(Connolly and Mathiesen, 2014). While this reality has already been established for the 

fossil-fuel based energy framework, the test currently is to make a similarly or pro-

gressively flexible energy provisions with increasing demand in the use of renewable 

energy. In addition, some studies have also looked at more sectors as a major aspect 
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of the way towards 100% renewable energy systems, including electricity, heat and 

transport (Connolly et al., 2011). 

There is as yet a dominating sector of core interest; explicitly, on the best way to 

incorporate fluctuating resources into the electricity sector. Significant spotlight is 

being put on energy efficiency and conservation, sources of renewable energy and the 

handling of intermittent nature of renewable energy sources. While campaigns on 

electricity conservation ought to be intense, more attention is put around the combina-

tion of fluctuating renewable energy into the electricity framework to bring down 

emissions (Ryu et al, 2014). A typical example being the strong advocacy on the use of 

the following accessories: ICT, smart meters and smart grids associated with existing 

electricity demands, EV’s and individual heating innovations, adaptable interest, stor-

ages and electricity distribution, power- to-gas and transmission (Debnath et al, 2015). 

A few authors are likewise linking the smart grids to the idea of smart cities, but con-

tinue to pay attention to the electricity grid only and /or on individual structures. 

Without a doubt, not many authors consider the transition as a total overhaul of the 

entire energy system (Orecchini and Santiangeli, 2011). 

The great challenge has to do with the sector which deals with conveying goods 

and people from one place to another, and no single innovation or technology can find 

a convenient solution to this transportation menace. Additionally, the present utiliza-

tion of biofuels is intensely discussed and the biomass use is disputable, even with 

new bio-refining innovations also utilizing waste biomass items, because of the asso-

ciation with the manufacturing of food and land use. Simultaneously a lot of bioener-

gy should be utilized in the heat, power and mechanical segments later on, and re-

quests from all areas, including transport, is as a matter of fact on the ascendency. At 

the end of the day, renewable energy system is essentially needed to tackle every one 

of the issues related with all the energy segments, particularly the transportation sec-

tor (Eickhout et al., 2008). This makes the integration of renewable transportation sys-

tems into conventional transportation systems to achieve sustainable transportation 

system will be a salient topic for discussion.  

 

2 Transportation Today 

Prior to the 19th century, travelling was a laborious venture especially with the in-

volvement of manufactured goods and agricultural produce. Movement of goods were 

major herculean tasks for passengers of all kinds. The most radical changes notable in 

the speed and experience of traveling came into existence with the establishments of 

transportation technologies such as the steamboats, building of canals and rail tracks 

.Use of waterways such as the canals and inland rivers helped in managing barriers 

mostly associated with distance and cost while the mechanized transport systems 

aided the movement of both goods and humans making journeyings quite faster and 

less perilous.  Road transport began to surface in the mid-nineties and attained superi-

ority over the rail transport in the early 20th century. 
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The efficiencies of mechanized and automobile road transport systems soon birthed 

the idea of Air transport with significant concerns over extremely long routes, control-

ling notably the speed and time taken in arriving such destinations. However, ocean 

freight still maintained top place in the movement of goods and materials (Gilbert & 

Perl 2018). 

Consistent improvement on transportation technologies over the centuries have 

significantly revamped the scale of movements socio-economically (Geels 2002). 

Shipping, railways, motor vehicles and airplanes have in one way or the other had a 

vital noticeable impact on social and economic progress (Cowie 2010). The resultant 

changes in the means and the speed of movement have also been pushed by and have 

also pushed for changes in systems of production and consumption we now see now-

adays.  

3 Transport and Energy 

Transportation and energy are standard physical applications where giving momen-

tum to a mass (passengers, vehicles, freight, etc.) requires a proportionate amount of 

energy. The matter is how effectively this energy is collected for efficient use, which 

is defined as a strong modal function (Rodrigue, 2020).  

Petroleum oil commodities are very much used in today’s transport to the extent 

that it is more than 50 per cent of the oil ever consumed from 1983. We can assume 

that more than 95 percent of the overall oil consumed worldwide happened before the 

inception of the Second World War (Gilbert et al, 2018).  

Considering transport and energy, a huge percentage of the fuel utilized in carrying 

goods and people from one place to another is derived from crude oil. Around the 

world, transport efficiency was equitably distributed between petroleum (gas), and 

also heavy fuels comprising of diesel fuel and jet fuel. There were solid regional con-

trasts. There has been an increment in the utilisation of oil for conveying people than 

the utilization of oil for different reasons. The major inquiry, nonetheless, is not who 

will be answerable for the development in the utilisation of oil for conveying goods 

and people however, it is about finding out if the predictable development can occur 

in the earliest place. According to Gilbert et al (2018), three elements can thwart the 

development, these include the absence of oil, activity to control the consumption of 

oil in light of its ecological effects, and monetary deterioration or possibly interrup-

tion.  

4 Effects of Transportation 

The transport sector is the one of the major sectors which has contributed to the con-

tamination of the air in the world, as it releases nearly a fourth of all the greenhouse 

gas (GHG) emissions. There has been a decline in the emissions since 2007, but they 

keep increasing more than in 1990. Road transport, specifically, was viewed as behind 

over 70% of GHG emissions from the transport division in 2014 (European commis-
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sion, 2016). There has been a rise in CO2 emissions by the transportation sector and 

again the road transportation represents around 74 % of the aggregate as appeared in 

(figure: 2). 

 

Fig. 9. CO2 emissions by the various energy segments in 2017 (IEA, 2019) 

In December 2015, 195 states including Canada consented to the Paris Agreement, an 

extra international action put in place to raise the eagerness to tackle climate change 

through a decline in worldwide GHG emissions, and limitation of the worldwide av-

erage temperatures to fall beneath 2°C. As indicated by the Intergovernmental Panel 

on Climate Change, this depends on understanding that 2°C is the most extreme per-

missible emissions limit, after which irreversible there would be the occurrence of 

climate destructions. All efforts should thus be on board to bring down GHG emis-

sions so as to stay away from unsustainable climate conditions from happening (Dean 

and Green, 2017). Taking into account that countries have various sectors adding to 

their individual GHG emission profiles, each is foreseen to achieve its task by engag-

ing various methods. For instance, Canada signed an official commitment in April 

2016 to diminish its GHGs by thirty percent beneath 2005 levels by 2030, and this 

goes to decreasing emissions somewhere in the range of 200 and 300 mega tons from 

anticipated levels (Cunliffe et al, 2019). 

5 Understanding sustainable transportation and its implication  

Transportation frameworks have been portrayed as the “backbone” of urban areas in 

acknowledgment of this crucial job (Vučić, 2009). Along these lines, tenable im-

provement and transport are connected. On the other hand, the social, financial, and 

ecological effects of transport are encircled as urgently important concerns which are 

capable of disputing the feasibility of urban areas and locales. A viable transportation 

chain is a vital accelerator for the financial and social improvement of a city. 
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The improvement of tenable vehicle frameworks is one of the Global aims for Sus-

tainable Development and is the first concern of the Pan-European Program on 

Transport, Environment and Health (the PEP), that is centered around protective, 

productive, available, moderate, comprehensive, green and sound portability and 

transport (Barrette et al, 2015). Portability and transport are still a genuine test for 

practical urban advancement. 

The designing of cities and peri-urban areas as per blended-application and intelli-

gent development plan standards should be a portion of a prospective tenable trans-

portation system. City advancement together with these standards is capable of help-

ing to bring down reliance on private cars and rather encourage the patronage com-

munity transport services and non-mechanized transport for not so long intervals and 

day to day drives (Un-Habitat, 2013). Concurrently, transport services inside urban 

areas are getting perpetually difficult to anticipate and to oversee. A few urban areas 

have just started to incorporate advanced mechanizations into their transport frame-

work. 

5.1 Strategies to increase sustainability of Urban Mobility 

Conservation of urban areas need a maintainable mode of transport and movement, 

hence the need to investigate and change to new sustainable methods of transporta-

tion. Existing modes of transportation have undesirable effects on the environment 

(pollution) consequently making the cities less habitable. The aim of sustainable ur-

ban mobility is to upgrade all means of transportation that will have less negative 

impact on the communities and cities at large. These include the promotion of move-

ment such as walking, cycling and sharing of auto mobile by individuals and house-

holds. Integrating the use of contemporary technology for all motorized transport. 

Implementations of such policies necessitates vigorous Research and Development 

(R& D), regularity in plans and policies and consistent communication. According to 

Makarova et. al., (2017) a form of unified methodology to these strategies is of utmost 

importance as transport infrastructure may have a ripple effect on other environmental 

and social issues and the overall development of a city. 

Assmann et. al., (2006) reported that high emissions levels in developing countries 

come from use of second hand cars, poor maintenance and poorly worked on engines. 

A solution advocated by (GTZ, 2003) is regular inspection and maintenance. Others 

could be introduction of European standards backed by sturdy government and up-

grading fuel quality. All these if not properly managed by regular inspection and good 

maintenance culture will be a thing of the past (Aßmann & Sieber, 2005). 

5.2 Facing the Ownership and Usage of Private Vehicles 

The need for personal vehicles is universal and important. Private vehicles, from 

scooters to large-scale cars, offer a high level of access to goods, services and activi-

ties, as well as immense freedom and flexibility. Cars and light trucks are also regard-

ed for many as symbols of rank and as a safe and convenient means of travel. Such 

vehicles are an effective way for companies to increase their productivity. Every-



116 | P a g e  

 

where in the world, vehicle ownership, size, use and energy consumption are increas-

ing (Schipper & Lewis-Davis, 1999). 

Car ownership per 1 000 inhabitants is projected to grow continuously, and most 

countries are experiencing significant increases in the rate of driving license. The 

average annual distance traveled by passenger car is also rising, resulting in a large 

increase in the total annual mileage driven. The use of policy initiatives such as fuel 

taxes, vehicle taxes based on fuel efficiency and road pricing will, however, reduce 

this expected growth by reducing overall demand and promoting the transition to 

more fuel-efficient / low-emission vehicles (OECD, 2002).  

It has been argued that different behavioural changes may be needed to achieve 

stable transportation, including driving style changes, mode choices, car ownership, 

and location choices changes. Both adjustments are correlated with various behav-

ioural costs which may vary with different travel purposes. For example, traveling by 

public transport instead of a car may be more feasible for some trips (e.g., commut-

ing) than for other trips (e.g., shopping), and it may be easier to change travel time for 

some journeys, but not for others. In general, behavioral changes should take place 

according to a general cost-minimization rule, first choosing the less costly adaptation 

alternatives (Loukopoulos, Jakobsson, Gärling, Schneider, & Fujii, 2004). 

Transport policies would strive not only to minimize the attractiveness of automo-

bile usage, but also to raise the attractiveness of other modes of transport, so that car 

use can be modified efficiently. 

5.3 Options for Renewable Energies in Transport 

The transport industry is one of the main sources of significant energy use and carbon 

emissions in urban areas. While diesel and gasoline are the main forms of energy used 

in urban transportation, alternative and additional energy sources have been intro-

duced. Electricity (used in hybrid, electric and fuel cell vehicles) is an effective and 

transformative energy source, gaseous fuels, biofuels, from other sources (natural gas, 

hydrogen, and liquefied petroleum gas) alcohols and ethers. As these sources are re-

newable and have a lower impact on the environment than diesel and petrol, alterna-

tive and intermediate energy sources can be used to facilitate the development of sus-

tainable transport systems. (Li & Loo, 2014). 

Replacing diesel and gasoline in both private and public vehicles with renewable 

and transitional energy sources is complex because it involves multiple challenges. 

The challenges include not only the technological complexities of vehicle construc-

tion and design of infrastructure, but also the lack of political and public support. It 

was stated that only when alternative sources of power compete with fossil fuel effi-

ciency in all aspects, such as cost, convenience and reliability  (Vimmerstedt et al., 

2012).  

In urban transport, the main alternative and transitional energy source is electricity, 

biofuels (e.g. biodiesel and vegetable oil), other gaseous fuels (hydrogen, natural gas 

and LPG), alcohols (ethanol and methanol) and ethers. (Fig. 4) (Ramadhas, 2016). 

Since the global energy crisis of the 1970s, there has been a lot of attention given to 

alternative and transitional energy sources. These include the rapid increase in the use 

https://link.springer.com/article/10.1007/s40518-014-0005-6#Fig1
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of natural gas in forms such as compressed natural gas (CNG) and LPG in the last 

decades (Bechtold, 2002).  

Most of the recent findings concentrate on electricity and biofuels, which can be-

come the largest long-term renewable sources of energy for urban transport. With 

regard to the use of hydrogen, alcohols and ethers, the new trend is to use them in fuel 

cell vehicles instead of as primary fuels or to combine them with fossil fuels 

(Bechtold, 2002). One of the applications of electricity in urban transport is plug-in 

hybrid EVs (PHEVs), battery EVs (BEVs), and fuel cell EVs (FCEVs). PHEVs rely 

on diesel / gasoline and electricity which have been used for about half a century; 

most recently, more attention has been paid to BEVs and FCEVs. In 2012, the global 

EV inventory reached 180,000, representing just 0.02% of total passenger cars, but by 

2020, the figure is projected to be 2% (Ministerial, 2013). 

Methanol can be produced from wood, cellulose or natural gas, and it is expected 

that it has strong impacts in GHG emissions, once it is produced from biomass. How-

ever, there is a prediction that the price of methanol will be compared to that of tradi-

tional fuels in the future. For hydrogen, it can only be a source of transportation ener-

gy to reduce GHG emissions if it is been produced from renewables. Even though it 

has a promising potential because it is proved I be environmentally friendly, the hy-

drogen technology is not presently developed sufficiently for a wide spread. 

Fuel cells also have great effects on GHG emissions if the fuels are also produced 

from renewable energy. For now, the technologies are not developed sufficiently 

enough for use in large scale. Electric vehicles also have strong impacts on CO2 emis-

sions, this also depends on the way the electricity is been produced. They operate with 

less noise and do no produce emissions. The drawback is just the limited range of the 

vehicles, which needs frequent fuelling.  

The greatest drawbacks of the widespread use of alternative energy sources in the 

transport sector is the high cost of new technologies and technological immaturity. 

Such complex issues include not only the construction of engines and cars, but also 

the creation of fuel storage facilities, charging and refuelling infrastructures. Different 

types of alternative energy sources also have different technological obstacles. For 

instance, for electric vehicles, the obstacles might be battery performance and re-

charging systems (Kamimura, Kuboyama, & Yamamoto, 2012; Krutilla & Graham, 

2012; Pasaoglu, Honselaar, & Thiel, 2012). 

6 Abuja City 

In the same way as other developing urban cities, Abuja is encountering a cosmic 

pace of population growth. Without a doubt, its urbanization rate of 8.32% yearly 

makes it the fastest developing city in Africa (Myers, 2011). 

Abuja is not just a state-of - the-art hub of Nigeria. It is a city where Elites who de-

sire to realize their modernist vision of a systematic and delightful city and the poor 

who try to make ends meet are in a contest.  Abuja is also the destination city with 

countless number of unemployed people commuting to the city in search of supposed 

job prospects and also for those seeing the city as a much safer place than other parts 
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of the country. In this context, together with the limitation of resources, the municipal 

government is struggling to meet the rising demands of providing basic public ser-

vices, housing and an effective transportation system (Abubakar, 2014). 

6.1 Abuja Transportation System 

The present transport systems in Nigeria depend solely on the use of internal combus-

tion engines which run on fossil fuels, this leads to a resultant rise to pollution, global 

warming and also climate change; whereas the adaptation of renewable energy in the 

transportation sector could meaningfully reduce greenhouse gas emissions and air 

pollution.The amount of petrol consumed in road transportation is the largest source 

of CO2 emissions (Sperling & Cannon, 2009) which accounts for about 23% of 

worldwide CO2 emissions (Saboori et al., 2014) in Nigeria about 59.5% of CO2 

comes from road transport (Tajudeen, 2015) 

Throughout Abuja city and satellite cities, the bulk of movements are by private 

vehicles and taxis. Private cars are mostly used to satisfy the Abuja residents ' regular 

mobility needs. According to Femi (2012), out of approximately 600,000 vehicles 

running daily on Abuja highways, some 520,000 are private vehicles. The procure-

ment of various mass transit buses used as public transport is also distinguished by 

private ownership. Such popularly known as' Kabu-Kabu' or' Danfo ' public transport 

media are mostly scrapped craps or imported second-hand cars, which easily become 

old and rickety with many tendencies to break down and smoke regularly. Such pri-

vate vehicles make up the bulk of the unregulated public transportation vehicles in 

most of Abuja. We are then accompanied by motorcycles that were barred several 

years ago from the city after their problems rose to an unacceptable level that was 

very high. Then these motorcycles were replaced by so many tricycles in the city 

(Femi, 2012). 

Therefore, in order to limit traffic congestion in the city of Abuja, the Abuja Mas-

ter Project proposal recommended that so many expressways and major roads be 

built, light rail and bus transport networks in order to connect numerous district cen-

ters and also connect the major city with satellite settlements such as Gwagwalada, 

Kubwa, Lugbe, Karu, Suleja, Nyanya, Bwari, as shown in Figure 2. Today, Abuja 

stands out for its high-quality expressway among other African cities. But driving 

through the city and satellite traveling is still a frustrating experience, especially dur-

ing peak hours. (Abubakar, 2014). 
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Fig. 10. Transport network of Abuja city. Source: Abubakar, 2014 

In order to improve the transport system in Abuja, expanding highway lanes from 

three to five as is currently being done by the city administration will not be enough, 

but will also have to introduce a very efficient public transport system. The public 

transport busses now run by the city are not enough, rickety busses are used and are 

overcrowded most of the time (Abubakar, 2014). 

6.2 Suggested Pathways/routes to achieve sustainable transportation in Abuja 

City 

There are many modes and types of vehicles for transportation, using a wide range of 

fuel types and qualities for different applications. Therefore, the energy needs of the 

transportation sector are complex compared to other sectors, requiring solutions tai-

lored to each application for renewable energy. Renewables, though, may play a role 

in all various transport types. Other modes of transportation to achieve sustainability 

is also discussed in this section. 

There are three possible routes suggested in this paper for the achievement of sus-

tainable transportation in Abuja city: 

• using electric or hybrid electric vehicles and the use of light rail running on elec-

tricity is the first route.  

• the second route is to encourage cycling and walking 

• the last route is the use of biofuels produced from biomass to substitute fuels from 

fossil fuels or be blended with fossil fuels to be first used in public transport buses. 
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First Route 

In building a smarter, cleaner and more sustainable future, cities, governments and 

businesses have to recognize the value of the use of Electric Vehicles (EVs). 

What seemed to be one of the biggest setbacks faced by Nigeria's electric vehicle 

(EV) industry in April 2019, the bill by Senator Ben Murray-Bruce – seeking to phase 

out petrol vehicles – came to an end. 2035 was rejected by the Senate. Senator Ben 

stated that the EVs could assist in clearing up the issues of ozone depletion and also 

promote health (Ally, 2019).  

Nigus Enfinity, brought up in Nigeria, plans to make EVs increasingly alluring to 

motorist in Nigeria, with plans to assemble the cars locally by year 2020.  Ado-

Ibrahim, the CEO of Nigus Enfinity said his firm is right now raising 100-megawatt 

solar power plant in Katsina state. It also of late united with a Chinese company with 

the expectation of importing electric vehicles that are affordable (Ally, 2019). 

Sirieco, Slovak company, is also making arrangements to set up an assembly plant 

in Nigeria, where it will be assembling EVS. The plant is intended to be situated in 

Cross River state with the Cross-River State government proposing to support and 

render assistance. The project is intended to be a boom for the local economy (Akpan, 

2019). 

Abuja has an annual average solar (clearness level and normal radiation) of 5.45 

kWh / m2/d (Anayochukwu Ani, Ndubueze Nzeako & Chigbo Obianuko, 2012). This 

value shows good prospects in Abuja for PV application. The authors believe there 

should be installation of charging stations in the city of Abuja, with installation of 

solar photovoltaic systems will be help promote the use of EVs in the city and the 

country at large, due to the fact that the city has a large number of elites who will be 

interested in trying out the electric vehicles. Therefore, the vehicles could be brought 

in from Cross River and Katsina states. 

Despite the fact that the bill by Senator Ben Murray-Bruce’s to make Nigeria a na-

tion free from petrol vehicles by 2035 has been disenchanted, the country is still slow-

ly moving forward, as private enterprise is leading the way. 

To relieve the congestion in Abuja's transit, the municipal government should have 

a relationship with the private sector to complete the remaining phases of the railway 

network that would provide the city and its satellite settlements with transportation 

facilities. This will make travelling much more quick, comfortable, and less expensive 

and also pressure on existing roads will also decrease. 

The Abuja Light Rail System is a key part of the Abuja Rail Mass Transit System 

and the FCT Master Plan. The project is being carried out in six lots. A dedicated 

overhead contact line system will provide electricity required for operation of the 

system. A line voltage of 1,500V DC is required for the seamless operation of the 

light train fleet ("Abuja Light Rail System, Abuja, Nigeria", 2019) 

The authors suggest that this electricity should be provided by solar energy. Instal-

lation of Solar PV panels and batteries for storage will go a long way in providing 

constant electricity for the system due to the epileptic nature of the power system. 

 

https://www.newtelegraphng.com/2019/04/senate-drops-bill-seeking-to-phase-out-petrol-vehicles-in-nigeria/
https://allafrica.com/stories/201809050109.html
https://allafrica.com/stories/201809050109.html
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Second Route 

As mentioned earlier, Abuja city relies heavily on road use by private cars and 

public buses. With population growth, poor road maintenance, poor car maintenance, 

insufficient public transport planning and weak pollution and climate change policies, 

roads are congested. It is therefore in this manner convenient to investigate possibili-

ties for introducing cycling as a sustainable non-motorized transportation mode for 

Abuja city which also enhances mobility for the urban poor and increases interaction 

among nearly all groups. Engaging in cycling provides social, economic and envi-

ronmental advantages to Abuja City as well as engaging in an accessible public trans-

portation system. 

Cycling and walking are almost unrecognized as there are only a few different road 

services for pedestrians (such as walkways, zebra crossings, footbridges, underpasses 

and signs) and bicycle lanes open. This has pedestrians and vehicles share the road. In 

the past when efforts have been made to provide these facilities, due to poor enforce-

ment, many walkways are now been used as parking lots, trading and storage areas 

for abandoned material 

Active travel facilities should therefore be integrated into the existing transport in-

frastructure in the city by the city’s government through related agencies. Introducing 

and enforcing policies to reduce traffic and speed is very needful supported by appro-

priate infrastructure design criteria to create a low-risk and amenable environment for 

active travellers.  

In addition, the provision of pedestrian paths along its roads and zebra crossings at 

major road intersections would encourage walking and improve road and passenger 

safety. 

Bicycles are a convenient mode of transport for short journeys from one to three 

miles beyond walking distance. The authors suggest the integration of public transport 

networks and the cycle network, because they are complementary modes of transpor-

tation and they can be tied together in the form of a trip that looks like a door to door 

chain. The bicycle parking facilities at the train/ bus stations should meet the high-

quality standards, and their design should accommodate smooth bicycle-train/ bus 

interchange, with very little time loss due to their interchange function. He parking 

facilities should be located on the cycling main access route, so that it will be easy for 

cyclists to park on their way to the station. 

Third Route 

It is suggested that fuel be switched to biofuels such as biodiesel and bioethanol for 

Nigeria's road transport sector, which currently runs entirely on diesel and petrol. The 

potential for biofuels that lead to sustainable production with greater environmental 

and socio-economic benefits cannot be overemphasized. Countries now allow con-

ventional transport fuels to be mixed with 10% biofuels to ensure energy security and 

reduce emissions of greenhouse gases (Bindraban et al., 2009). 

Sustainable processing of biofuels requires the use of crop residues, forest residues, 

and solid waste. Nigeria is a net transport importer of fuel oil, making it vulnerable to 

fluctuations in global fuel prices and dependent on foreign exchange to meet its do-
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mestic energy needs. Consequently, the objective is to reduce the high reliance on 

imported petroleum by optimizing dominance. 

While in Nigeria's low-carbon transition ' tale' other renewables such as solar and 

wind are needed, we suggest aggressive deployment of biofuels in the Nigerian ener-

gy system. In particular, we suggest the conversion of fuel to biofuels such as bio-

diesel and bioethanol for Nigeria's road transport market 

With the location of the current petroleum refineries in Nigeria's Delta region and 

the extensive biomass resources available in the same area, the Nigerian National 

Petroleum Corporation needs to consider, as part of its biofuels plan, whether it is 

better to produce finished biofuels in the new bio-refineries and transport them to the 

existing refineries for blending, or whether it is better to have an expansion of infra-

structures in existing refineries to carter for the production of the biofuels. 

It is possible to replace fossil fuel buses with an alternative (biofuel, fossil fuel / 

biofuel mixed) fuel bus for use in the public transport system of Abuja city if the pro-

posed biofuel programme of the country works out. Most advanced and developed 

cities have experimented with alternative bus technologies that use bio-diesel, bio gas, 

bio ethanol. 

The government of Abuja city can play a role here by providing subsidies for these 

energy-efficient vehicles. With respect to behavioural changes, the main objectives 

are to shift mode of transport from cars to buses, increase vehicle occupancy ratio, 

and telecommuting. This will, however, require the introduction of taxes on car own-

ers and also the provision of huge incentives for bus operators. These actions would 

significantly reduce the demand for transport and, consequently, reduce the demand 

for energy. 

7 Kumasi city 

Road transport is the dominant mode of transportation in Ghana, having about ninety-

four percent of cargo or freight and about ninety-eight percent of commuters utilizing 

transportation by road. In Ghana, private vehicle ownership is generally low, with 

public transport serving almost all or majority of the transportation needs of the popu-

lation (Sam et al., 2014) 

Kumasi is a city in Ghana, situated in the central part of the country, making it an 

important business and industrial area. This city is found in the Ashanti region of 

Ghana and has always had a relative advantage over other urban areas in the nation. 

Furthermore, Kumasi is a significant hub in the transportation framework of the entire 

country (Poku-Boansi and Adarkwa, 2013). The city is around two hundred and sev-

enty kilometres north of the capital city of Ghana, known as Accra. Kumasi has an 

approximate land area of about 214.3 km2 and possesses about 0.9 % of the Ashanti 

region’s territorial area. The population of Kumasi is approximately 2,035,064 which 

comprises of 972,258 males and 1,062,806 females and this accounts for 36.2 % of 

the entire population of the Ashanti region. The predicted yearly population growth 

rate of the city is at 5.4 % and has resident density of about 9,434 individuals per km2 

(Ghana Statistical Service (GSS), 2010). 

https://www.sciencedirect.com/topics/engineering/telecommuting
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Fig. 11. Kumasi in national and regional context. Source: Kumasi Metropolitan Assembly, 

(KMA) 2014. 

Some years back, the city was alluded to as “The Garden City” in the Western part of 

Africa because of its natural vegetation. The road structure of the city has a total road 

system of 1931.18 km, comprising of 136.4 km major roads connecting the city the 

surrounding urban communities, and 110.39 km of minor roads linking resident roads 

to the major roads. 

The merchant roads which is 90.61 km connects the minor roads to the local roads. 

The road system of the city has its largest part being the local roads which occupies a 

total distance of 1593.78 km. The various housing areas are also being served by the 

local traffic system. Considering the total road system, about 62 % of the total road 

system are esteemed to be in motorable conditions (Poku-Boansi and Adarkwa, 

2013). 

Moreover, the physical structure of the city is spherical with a vibrant commercial 

area located in the central part. Almost 86 % of the city’s populace is monetarily dy-

namic and are occupied with the different parts of the economy. The administration 

related segments, utilizes about 72% of the city's dynamic working force (Kumasi 

Metropolitan Assembly, 2014). 
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The business and industrial nature of the city produces a great deal of mobility and 

thus transportation services demand is extensive. Considering Kumasi and Ghana at 

large, public mobility is predominantly by public transport which is usually provided 

by the private sector, owing to the impact of the nation’s deregulation policy (Daniels 

et al., 2017). This city of Kumasi has large number of taxis, minibuses and buses op-

erating as public transportation sources.  This study however, focuses on the strategies 

to significantly integrate renewable energy systems into the existing transportation 

systems in the city of Kumasi. The various transportation modes are distributed as; 

54.8 % of public transport, 19.6 % of private vehicles and 25.6 % of walking. The 

public transport holds the largest share of the transportation mode and has an average 

daily traffic of 6,225 taxis, 4,468 private cars, 8,091 small buses, 2,084 medium buses 

and 322 large buses (Borkloe et al., 2013). 

 

Fig. 12. Share of modes of transport in the town of Kumasi 

It is very alarming to note that, all the vehicles available in the transport system in the 

city of Kumasi are ICEV’s. These engines run on petroleum oil as fuel and the burn-

ing of these fuels has its own implications. The drastic increase in CO2 emissions due 

to the combustion of these engines brings about a major menace. In 2005, the roads 

and transport department stated that public transport vehicles in the city of Kumasi 

possess average ages of about thirteen years (Quarshie, 2007). This again aggravates 

the emission of greenhouse gases since most of the engines at that age would not 

work at their optimum capacity Air pollution is rising, culminating in excess of the 

national air quality standards and those approved by the World Health Organization in 

the city of Kumasi. Air pollution has significant effects on the health of citizens, dis-

turbs vision and causes the distortion of buildings and local ecology, this goes a long 

way to reduce the quality of urban habitation. 



125 | P a g e  

 

 

Public transportation modes are the highest modes of transport in the city; howev-

er, all these vehicles are private owned. This usually results in a huge increase in the 

number of vehicles plying on the roads as public transport. Congestion is eminent, 

considering the increasing number of private owned commercial vehicles. Even 

though there exist an enormous number of commercial vehicles, pedestrians need to 

queue in order to get to their various destinations at peak hours.  

These problems enumerated above makes the integration of renewable energy into 

the existing transportation system in the city of Kumasi very paramount. It is vivid 

that, when these problems are considered and addressed, Kumasi as a city would meet 

most of it goals of being a city worthy for habitation and development of citizens. 

There are several strategies to consider in order to integrate renewable energy trans-

portation systems into the existing transport system of the city of Kumasi. 

7.1 Strategies for Integration 

The speedy development in demand for mobility, the surging in vehicle ownership 

and the ever-increasing cost of travelling imply that, pattern-based ideas of the future 

would not be able to obtain a viable answer to sustainable transportation system in the 

city of Kumasi. Scenarios enable ideas of the future to be portrayed within a particular 

system and under explicit assumptions. Scenarios go a long way to animate reasoning 

and prepare individuals into adapting to current situations. Within the background of 

the integration of sustainable transportation into the existing transportation system of 

the city of Kumasi, two clear pathways are proposed. 

The eco-car 

The building of eco-vehicles will be the significant to address the situation. This 

will primarily be used in the urban areas as a long-term solution. Despite the fact that 

renewable resources will still be required to develop the vehicle, hydrogen fuel cells 

would be used to power it. When considered, the vehicle will most likely be accessi-

ble with ten years, however, it is unlikely to attain a significant impact on the total 

stock of vehicles for a further ten years considering the current economic levels. Poli-

cies must address actions aiming at the facilitation of the research and development of 

the eco-car and also sending vivid indications to the car manufacturing industry to 

allocate resources in the building of small city-based vehicles. 

The policies may include the following: 

• increasing the budgets allocated to the research and development of the eco-car and 

its related technologies 

• development and availability of supporting infrastructure for use when necessary 

• provision of incentives for organizations to channel their investment in the suitable 

technology with the sole aim of getting to the production stage 

• provision of disincentives for the acquisition of large inefficient cars to be used in 

the city 
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• subsidy being enjoyed by private cars should be phased out and the introduction of 

a scrappage programme to educate and encourage individuals to acquire the eco-

car 

In addition to the above proposal, the introduction of buses that run on biofuels will 

be the alternative approach to tackle this integration. Kumasi and its environs have a 

lot of vegetation and farmland such that, some of the farm produce go to waste. These 

excess farm produce can be utilised with a combination of the municipal sewage 

waste to produce enough biofuels to power buses. This can be related to the case of 

Kolkata a city in India where a bus fuelled by biogas from waste is under observation. 

The government of India is planning of introducing these types of buses if the results 

from the observation are viable. The main drivers accounting for this initiative is the 

low cost of biogas production in the city of Kolkata, which the city of Kumasi can 

also boast of possessing. 

The reasons for these proposed actions will be the enormous impact in the reduc-

tion of GHG emissions, thereby reducing air pollution and global warming. The in-

troduction of these policies and sustainable buses will also impact on congestion and 

the usage of space by traffic. However, other measures are also required to help in the 

integration of sustainable transportation systems. 

Reduction in the Need to Travel 

Regardless of whether the technology-based solutions are advanced, there still ex-

ist the noteworthy issue of increments in transport demands with leads to congestion. 

Supplementary actions are needed to lessen the need for individuals to travel before 

accessing services and facilities in the city. Supplementary actions can be in the form 

of technological advancements in information and communication systems, where 

telecommunication services create opportunities for advanced video-conferencing 

system and remote working. This is vital on the grounds that, advancements in 

transport technology alone is not enough to tackle the issue of sustainable transport 

integration. There will always exist a transition gap between the sustainable transport 

and the existing transportation system in Kumasi. This implies that, other correlative 

measures must be engaged to reduce drastically the traffic demands in the city.  

The authorities of the city of Kumasi have a vital role to play in the provision and 

maintenance of accessibility and proximity of central business centre in the city. Sus-

tainable living for most individuals involves sufficient size settlements, such that 

overall range of infrastructure and facilities are accessed within walking, cycling or 

public transport.  

Finally, behavioural changes involving the reduction of private motor vehicle use, 

through highway charges and parking fees as well as behavioural changes that result 

from educating individuals on the paybacks that are associated with less motor vehi-

cle usage. These proposed pathways will in the long run, improve the mobility in the 

city of Kumasi as sustainable transportation is integrated into the existing transporta-

tion system. 
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8 Erbil City 

Hawler or Erbil is located in Kurdistan district and it is one of the fourth gover-

norates, the capital of the district, Sulaymani, Halabja, and Duhok. The district is 

situated in the federal republic of Iraq in accordance with Iraqi establishment. Its area 

is round 15,074km2 with 36.2° North latitude and 44.02° Longitude (NCCI, 2015). 

Erbil metropolis is confronted with ecological and biological problems, such as, 

wastewater remedy, water delivery, land safety, air contamination, noise contamina-

tion, and pollution due to the enormous increment in the number of vehicles, just as 

the large increment of open mills, which work in each authority of the municipal. 

The road network of the Erbil city is commonly in satisfactory or deprived situa-

tions. The road system consists of main, minor and tertiary (local / metropolitan / 

rural) ways with a total network of approximately 23,400 kilometres. Nevertheless, 

the main roads involve about 5800 km, of which 1954 km are the main roads and 

3854 km are the secondary roads and most of them remain on local streets. Nearly 60 

percentage of the streets are not asphalted or in other words are not paves. About 98% 

of the roads have one lane in each direction and the remaining 2% (482 km) has two 

or more lanes on a two-lane road (World Bank, 2015). 

A huge piece of the current street arrangement (15.480 km or 66%) is awful or 

basic (extremely terrible). The state of the street surface and pavement of the main 

and supplementary network are regularly in great condition or good, with 28% having 

feeble or horrible soils. The circumstance of extensions and other significant struc-

tures is of concern. Erbil city has 328 bridges, 95% of which require quick and urgent 

support and maintenance and/or adjustment (World Bank, 2015). 

The degree and limit of the general population transport framework in Erbil is 

ruled by the utilization of cabs. No mass travel is available in Erbil urban communi-

ties, be it a customary intercity railroad, light rail travel, or transport fast travel. The 

quantity of traveller transports in Erbil in 2010 was 5,082 transports, of which 3,490 

were intracity transports and 1,592 were intercity transports. The quantity of taxicabs 

was 55,331 of which 52,500 were intracity taxis and 2,831 were intercity taxis. The 

overall number of travellers utilizing these, was 5.13 million, most of whom (around 

75 percent) were travellers of intracity taxis (World Bank, 2015). 

8.1 Suggested Solutions 

The transport segment is liable for 33% of worldwide energy request and one-sixth of 

worldwide ozone depleting substance discharges. It is also the part with the most 

minimal entrance of sustainable power source, such that, in 2016, just 4% of energy 

utilization in the vehicle sector originated from renewables (Hosseini and Wahid, 

2016). In Iraq, likewise the energy utilization is high particularly for transportation in 

north of Iraq. It is obvious that a 100% inexhaustible economy would give an endur-

ing answer for the difficulties raised by environmental change, sustainability, energy 

security, and contamination. Particularly for the locale, that faces challenges such as 

power generation issues, monetary emergency, and ecological difficulties.  
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There are two proposals in his paper for taking care of number of issues in this city 

they are: 

 

Electric Vehicles 

One of the best approaches to have reasonable transportation is moving the mobili-

ty portability framework to electricity power vehicles.  

There is an engine system in an electric vehicle and this kind of car has at least one 

and response for moving the electricity vehicles. In general, electric cars exploit ener-

gy put away in battery-powered batteries. Essentially, there is a battery in an EV in-

stead of a classic petroleum tank. The power obtained from its batteries controls the 

electric engine. They use 'clean energy' that limits natural effect.  

EVs are additionally expected to assume a functioning role as energy stockpiling 

gadgets (power sources) in case of a calamity. For instance, during crises, for exam-

ple, power blackouts because of a seismic tremor, where they can likewise use to 

move therapeutic hardware and different necessities. It implies that, alongside having 

an appropriate property of the vehicle, it needs a wellspring of intensity. For this rea-

son, direct nearby planetary group class, and spotlight on sun powered Photovoltaic 

(PV) and wind power innovation become the central matters. 

Considering solar PVs, information was acquired for Erbil city from a sun powered 

radiation database "PVGIS-CMSAF". The outcomes showed that the capability of 

Photovoltaic panel innovation to create power are distinctive as indicated by the time 

inside a day and the period inside a year (Azabany, et al., 2014). These gives a clear 

indication that Erbil city can benefit from the solar resource to power the electric 

vehicles. 

Public Transportation 

An alternative approach to have sustainable transportation is urging individuals to 

utilize public transportation rather than private vehicle, particularly by having a par-

ticular program and frameworks. In another words, systemize and database the outline 

of the specific scheme of transportation. For instance, most open vehicle suppliers 

have programs that enable managers to give limited or pre-charge passage cards to 

their workers. Notwithstanding making open vehicle less expensive for representa-

tives, numerous businesses are capable of receiving charge rewards by partaking in 

these projects. Additionally, frequencies should be more than two times every hour, 

so as to make the waiting time not that much. 

 Moreover, fares should be sensible, in another word, city authorities must provide 

better transportation systems with affordable prices. In the event that travellers can 

drive their vehicles much less expensive than utilizing open travel, they would always 

opt for private rides rather than open travel.  

Finally, it is prudent that, stakeholders in the Erbil city must ensure that all the said 

public modes of transport should utilize renewable energy sources as their sources of 

fuel. 
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9 Conclusion 

Humans lived in harmony with nature without any issues concerning their immediate 

environment until the rise of the industrial age. This resulted in cities, indulging in 

various kinds of activities that went a long way to have detrimental effect on nature. 

Cities began to expand and the human populace also increased drastically which lead 

to the high demand for energy in all sectors including the transportation sector. The 

transportation sector is one sector that is needs immediate improvements in all forms 

to help the challenges being experienced in nature. This sector accounts for a signifi-

cant amount of GHG emissions globally. The introduction of sustainable transporta-

tion systems has become eminent in addressing majority of the challenges being faced 

in the current transportation systems. 

This paper takes a critical look at the current transportation system in three cities; 

Abuja, Kumasi and Erbil. The paper seeks to suggest pathways or route that would 

help these cities to integrate sustainable transportation system into their existing 

transportation system. These suggestions were based on the challenges and shortfalls 

in the existing transportation systems in the cities. In summary, it was suggested that, 

the eco-car and EV’s are significant pathways to consider in these cities, since majori-

ty of the existing cars are private owned and household vehicles. However, institution 

of this pathway would have its own challenges. City authorities and the government at 

large must institute policies and regulations to assist the integration of this pathway. 

 Practical suggestions such as cycling and walking within realistic distances are al-

so important when looking at integration of sustainable transportation. Buses being 

powered by biofuels are also suggested, especially in the cities of Abuja and Kumasi 

with vast farmlands and farm produce that often go waste. In addition, technological 

improvements in transport alone is not enough to curb the issue, but technological 

improvements in all sectors especially the communication and information sectors is 

necessary. Education on the need for sustainable transportation and behavioural 

changes of individuals in these cities are also important aspects of the integration. 

Finally, it is vivid that, when these suggested pathways are integrated into the existing 

transportation systems of these cities, challenges such as congestion, CO2 emissions 

leading to air pollutions will be significantly improved. 
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Abstract. Syngas is the product of the gasification process. It includes combus-

tible gases and hydrogen as an energy carrier. Syngas can be produced efficient-

ly in fluidized beds. Biomass sources as well as coals with low carbon content 

can be easily used as the feed material for fluidized beds. The aim of this work 

is to produce hydrogen-rich syngas from olive kernel and Tunçbilek lignite. In 

the first part of the study, a theoretical kinetic model was developed to estimate 

the effects of steam/fuel ratio and temperature on syngas composition using 

Polymath program. It was found that the hydrogen content increased when the 

gasification temperature increased. In addition, a higher steam/fuel ratio was 

required to obtain hydrogen-rich syngas when the temperature was increased. In 

the second part, olive kernel and lignite were gasified experimentally in a labor-

atory scale fluidized bed. Steam was used as the fluidizing and gasification me-

dium.   The temperature was varied between 600-900℃. Olive kernel and lig-

nite were fed to the column at a rate of 10 g/min by a screw feeder. The 

steam/fuel ratio was chosen as 0.7. The syngas thus produced was cooled, 

cleaned and then analyzed with a gas chromatography. The experimental results 

confirmed the theoretical finding that the percentage of hydrogen in the syngas 

increased with increasing temperature. At least 700 ℃ was required to produce 

syngas with an acceptable composition. H2/CO ratio was greater than two for 

both fuels.  

Keywords: gasification, fluidized bed, hydrogen, syngas  

1 Introduction 

Fossil fuels are on the top of producing energy in the world and energy demand is 

increasing day by day. There is a concern about the lifespan of fossil fuels since they 

are consumed rapidly. To meet the energy demand, coals that have low carbon con-

tent are utilized in thermochemical conversion processes. Coal is the longest-lived 

fossil fuels nowadays and lignite which is a type of low-rank coal is investigated to be 

utilized effectively in gasification processes. In addition to coals, biomass resources 

are preferred to be used in gasification as raw material due to their carbon content. 

Mediterranean countries where olive trees grow up have a lot of olive kernel because 

as a waste of high olive oil production. The olive kernel has a considerable amount of 

carbon. Thus, it can be used to produce energy in gasification or combustion process-

es. Gasification reactions are water gas, Boudouard, water gas shift and methanation 

mailto:hazaloztan@gazi.edu.tr
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reactions. Water gas and Boudouard reactions are endothermic. Water gas shift and 

methanation reactions are exothermic reactions. Also, these reactions are equilibrium 

reactions. The reactions are given below. 

Water gas reaction 

 C(s) + H2O(g) ↔ CO(g) + H2(g)       ∆H =  + 131.38 kJ/ mol carbon  (1) 

Water gas shift reaction 

 CO(g) + H2O(g) ↔ CO2(g) + H2 (g)               ∆H =  - 41.15 kJ/ mol  (2) 

Boudouard reaction 

 C(s) + CO2(g) ↔ 2CO(g)             ∆H=  + 172.58   kJ/ mol carbon   (3) 

Methanation reaction 

 C(s) + 2H2(g) ↔ CH4(g)                ∆H =  - 74.90   kJ/mol carbon   (4) 

Gasification enables producing syngas that is a combustible gas and it can be utilized 

in producing new chemicals such as ammonia, dimethyl ether, SNG. Syngas consists 

of hydrogen and carbon monoxide. While hydrogen itself is a promising energy carri-

er, when the ratio of hydrogen/carbon monoxide in syngas is about 2, it is possible to 

convert syngas into other hydrocarbons. Thus, syngas composition is the most im-

portant issue in gasification. In order to produce the desired syngas composition, op-

erating conditions (temperature, the ratio of steam/fuel, the flow rate of gasifier agent, 

etc.) must be examined. In the literature, the effect of operating parameters has been 

studied. Especially, temperatures and steam/fuel ratio effects on gas composition have 

been investigated. There is a positive impact about hydrogen content in syngas if the 

gasifier temperature and steam/fuel ratio are increased. Velez et al. [1] have investi-

gated the effect of the steam/fuel ratio on syngas composition. It has been reported 

that as the steam/fuel ratio is increased, the concentration of hydrogen in syngas in-

creases. Fermoso et al. [2] have shown that the temperature of gasification is the most 

important operating parameter and if it is increased, the hydrogen concentration in 

syngas also increases. Likewise, Hofbauer et al. [3] have claimed that temperature 

effects the syngas composition positively and hydrogen increases as temperature is 

increased. Also, they reported that the steam/fuel ratio affected the gas yield and de-

creased tar formation. Produced tar in gasifier is cracked by temperature and turns 

into combustible gases like methane. 

 

In this study, syngas composition is investigated with a kinetic model. Temperature 

and steam/fuel ratio effects on syngas composition were determined by using Poly-

math. Also, Tunçbilek lignite and olive kernel were gasified experimentally in a la-

boratory-scale fluidized bed in the presence of steam. The influence of temperature on 

syngas composition was evaluated. 
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2 Materials and Methods 

2.1 Fuels 

Tunçbilek lignite and olive kernel were used separately as raw materials. Average 

particle diameters of lignite and olive kernel is 0.66 mm and 1.3 mm, respectively. 

Ultimate analyses are reported in Table 1. 

 

Table 1.  Ultimate analysis of fuels 

Ultimate analysis (wt-%) 

 Tunçbilek lignite [5] Olive kernel [4] 

% C 56.89 50.5 

% H 4.28 6.55 

% O 7.97 32.33 

% N 2.16 1.39 

% S 1.47 0.21 

% H2O 13.51 5.86 

%Ash 13.72 3.16 

2.2 Procedure 

Polymath Programming 

 

Syngas compositions were estimated by Polymath program. Program inputs were 

written regarding the work of Basu [6] using nonlinear equations section.  There were 

7 nonlinear and 16 explicit equations for lignite gasification (Eq. 5-11). Temperatures 

and steam/fuel ratios were changed. Operating temperatures were selected as 700℃, 

800 ℃ and 900 ℃. The ratios of steam/fuel were between 0.4-1. After all that Poly-

math program was executed. Syngas composition was obtained and effects of temper-

ature-steam/fuel ratio were determined. Also, the same steps were followed for olive 

kernel gasification. 

Balance of carbon  

 1.866 FxC = VCO +VCO2 + VCH4    (5) 

Balance of hydrogen 

  1.24 FS +( 11.21FxH + 1.24 FW) = VH2 +VH2O + 2VCH4   (6) 

Balance of oxygen 

 0.623 (FS + FW) +0.701(Fxo + FAOa) = 0.5VCO +VCO2 + 0.5VH2O    (7) 
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Balance of nitrogen 

 0.8FxN + 0.8FANa = VN2 (8) 

Total of component’s volume fractions 

 VCO +VCO2 +VH2 +VCH4 + VH2O +VN2 = 1 (9) 

Equilibrium constant of Boudouard reaction 

 Kpb = 
𝑃𝐶𝑂
2

𝑃𝐶𝑂2 
 = 

𝑉𝐶𝑂
2 .𝑃

𝑉𝐶𝑂2
     (10) 

Equilibrium constant of water gas reaction 

 Kpw = 
𝑃𝐻2𝑃𝐶𝑂

𝑃𝐻2𝑂 
 =VH2 VCO  

𝑃

𝑉𝐻2𝑂
     (11) 

Experimental 

 

Fig. 13. .Shematic diagram of fluidized bed reactor 
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Fig.1 shows the schematic diagram of the fluidized bed gasifier and its auxiliary 

equipments. The reactor (3) is made of quartz glass and it has an internal diameter of 

5 cm and a height of 130 cm. The perforated plate (4) is located above 25 cm bottom 

of the column. The plate has 38 holes of 1.5 mm diameter. The column is covered by 

an electrical resistance (2) for temperature control. Silica sand, 310 µm in diameter, 

was used as bed material. Steam at 100 ℃ was produced with a steam generator (1) 

and was sent to the column. The reactor was equipped with a cyclone (8), temperature 

controller (5) and a thermocouple (6). There is a screw feeder (7) on the top of the 

column. To condensate the steam after the reactor there are two condensers (9) in the 

system and a vacuum pump (11) was used to get the gas sample. There are three gas 

cleaning bottles with silica gel (10). The analyses of the gas samples were done by a 

gas chromatography (12). 

Gasification experiments of lignite and olive kernel were carried out separately in a 

fluidized bed. The column was heated to four different temperatures: 600 ℃, 700℃, 

800℃ and 900 ℃. The column temperature was controlled with the thermocouple. 

Steam was used as the fluidizing and gasifying medium. Steam was fed to the column 

at 100 ℃. Fuels were fed to the column at a rate of 10 g/min by a screw feeder. The 

amount of feed was 6.6 % of the bed material. The steam/fuel ratio was chosen as 0.7 

according to theoretical findings. Produced gas was cooled by condensers and cleaned 

by silica gels in bottles. Gas samples were collected in gas sampling bags. The gas 

was analyzed with gas chromatography in order to examine H2, CO, CO2, and CH4 

contents in the produced syngas. 

3 Results and Discussion 

3.1 Polymath Results 

The written Polymath program was executed in order to obtain hydrogen-rich syngas 

composition. The effects of temperature and steam/fuel ratio on the hydrogen content 

were investigated. Tunçbilek lignite and the olive kernel were chosen the raw materi-

als and gasification agent was steam. The effect of temperature on hydrogen in syngas 

is increasing due to gasification reactions being endothermic. Also, the optimum op-

erating temperature interval for gasification processes is reported to be 600-1000 ℃ in 

Taba’s study. Especially, water gas and Boudouard reactions are carried out at high 

temperatures. Water-gas reaction speeds up at high temperatures and produces hydro-

gen and carbon monoxide. Between 700-900 ℃, both raw materials showed that when 

the gasification temperature was increased, hydrogen content in syngas increased. At 

constant steam/fuel ratio, temperature effects were presented in Fig 2 and Fig 3. The 

steam/fuel ratio affected the hydrogen content positively, too. At constant tempera-

ture, hydrogen content in syngas increased with increasing steam/fuel ratio. Hydrogen 

behavior has the same trend with olive kernel gasification. Hydrogen and carbon 

monoxide composition are presented in Fig 4 and Fig 5. 
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Fig.2. Effect of temperature on hydrogen in syngas for lignite 

 

 

 
Fig.3. Effect of temperature on hydrogen in syngas for olive kernel 

 

Fig. 4. Effect of steam/fuel ratio on syngas composition for lignite at 800 ℃ 
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Fig. 5. Effect of steam/fuel ratio on syngas composition for olive kernel at 800 ℃ 

 

3.2 Experimental Results 

Gas composition and carbon conversion are affected by temperature. Hence, tempera-

ture is one of the most important operating parameters of gasification as stated before. 

Also, temperature affects gas and cold gas efficiency as well as char and tar conver-

sion. This impact arises from the thermodynamic behaviors of gasification reactions 

and the equilibrium between them. Temperature limitations in gasification depend on 

the volatile matter of fuels, construction of gasifier, producing temperature of unde-

sired components such as NOx and melting temperature of ash. The temperature of 

coal gasification is limited between 750-1000 ℃. Biomass gasification is the most 

effective and economic way to produce hydrogen. Temperature effects on biomass 

gasification is like that in coal gasification. As temperature increase, hydrogen content 

in syngas increases, too. Temperature limitation for biomass gasification is remarked 

in between 550℃ and 900 ℃ [7]. 

 

In the experiments, lignite and olive kernel were gasified separately in the presence of 

steam in a fluidizing bed. Steam/fuel ratio was selected as 0.7 for both fuels to pro-

duce a hydrogen-rich syngas according to theoretical study. There is no need high 

steam/fuel ratio for lignite and olive kernel gasification. Because the selected ratio is 

enough to convert carbon content in fuels. Also, superficial velocity of steam is high 

in the column. It helps conversion of carbon with well solid-gas mixing. Syngas was 

effectively obtained from lignite and olive kernel in fluidized bed. Produced syngas 

has hydrogen, carbon monoxide, carbon dioxide and methane. The produced syngas 

composition is presented in Table 2 and 3. As temperature was increased, the hydro-

gen concentration in syngas increased. The effects of temperature on syngas composi-

tions are presented in Fig 6 and Fig 7.  
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Table 2.  Gas composition of syngas for lignite gasification 

 

% 600 ℃ 700 ℃ 800 ℃ 900 ℃ 

H2 83.19 98.85 99.33 94.06 

CH4 0 0.18 0 0 

CO 3.31 0 0.38 0.59 

CO2 13.50 0.96 0.27 5.34 

Table 3. Gas composition of syngas for olive kernel gasification 

 

% 600 ℃ 700 ℃ 800 ℃ 900 ℃ 

H2 40.67 64.76 97.55 95.33 

CH4 38.22 12.68 0.88 1.16 

CO 21.12 13.40 1.58 3.51 

CO2 0 9.15 0 0 

 

 

At high temperatures water gas reaction (Eq. 1) was very dominant and it produced 

high amount of hydrogen in syngas. Besides, water gas shift reaction (Eq. 2) support-

ed the hydrogen production due to high steam velocity in the fluidized bed. The high-

est hydrogen content for lignite gasification was obtained as 99.3% at 800 ℃. Also, 

the highest hydrogen composition for olive kernel gasification was 97.5% at 800 ℃. 

Carbon content of fuels are different from each other. Amount of lignite’s fixed car-

bon is higher than that of olive kernel. Thus, hydrogen content of syngas obtained 

from lignite is higher than that of obtained from olive kernel gasification.  

 

Carbon monoxide and carbon dioxide relationship is quite complicated since equilib-

rium affects the syngas composition in gasifier related to operating conditions. At 

temperatures that are higher than 800 ℃, Boudouard reaction (Eq. 3) dominating the 

reaction system and produced carbon monoxide by consuming carbon dioxide. Con-

suming carbon dioxide can be observed easily in lignite gasification results in Table 

2. As the temperature was increased, carbon dioxide decreased. Farther, carbon mon-

oxide and carbon dioxide contents depend on the volatiles and oxygen content of the 

fuels. Volatiles and oxygen contents of olive kernel is higher than that of the lignite. 

Oxygen reacted with carbon, carbon monoxide and volatiles. Hence, carbon monox-

ide and carbon dioxide contents increased in syngas. There was no methane in syngas 

(Table 2). The gasification temperatures for methane production (Eq. 4) are thermo-

dynamically too high and produced methane by natural content of fuels in gasification 

of olive kernel is consumed by steam reforming reaction.  
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Fig.6. Effect of temperature on lignite gasification  

 

Fig.7. Effect of temperature on olive kernel gasification  

4 Conclusion 

Gasification of coal and biomass resources is an effective way to produce hydrogen-

rich syngas. Temperature and steam/fuel ratio are important to produce a syngas with 

the desired composition. Therefore, the effects of these operating parameters have to 

be investigated carefully. In this study, hydrogen-rich syngas was aimed to produce 

experimentally from lignite and olive kernel in fluidized bed. The experimental find-

ing showed that as the gasification temperature was increased, hydrogen composition 

in the syngas increased, too. Optimum gasification temperature for lignite and olive 

kernel gasification was 800 ℃. At least 700 ℃ is required to produce syngas with an 

acceptable composition considering theoretical findings. As the steam/fuel ratio was 

increased, hydrogen production in syngas increased too. H2/CO ratio was greater than 

2 for both fuels. Thus, the syngas can be used to produce various chemicals. Although 

lignite and olive kernel have low carbon content, they can be gasified easily in fluid-
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ized bed and hydrogen-rich syngas can be obtained. In this way, coals and biomass 

sources can be utilized in order to generate power. 

 

Nomenclature 

A:    air supply (kg dry air/kg dry fuel) 

F :   amount of dry fuel (kg) 

Kpb :  Boudouard reaction equilibrium constant 

Kpw:   water gas reaction equilibrium constant 

Na :   mass fraction of nitrogen in air 

Oa:  mass fraction of oxygen in air 

P :   pressure of the reactor (Pa) 

PH2 :  partial pressure of hydrogen 

PCO :  partial pressure of carbon monoxide 

PCO2 : partial pressure of carbon dioxide 

PH2O :  partial pressure of steam 

S :   total steam supplied (kg steam/kg dry fuel) 

T:   temperature (℃) 
V :  volumetric fraction of gas 

W :  moisture content of fuel (kg water/ kg dry fuel) 

w :  mass 

XC :  carbon content of the fuel (kg carbon/kg dry fuel) 

XH :   hydrogen content of the fuel (kg hydrogen/kg dry fuel) 

XN :  nitrogen content of the fuel (kg nitrogen/kg dry fuel) 

XO :  oxygen content of the fuel (kg oxygen/kg dry fuel) 
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Abstract.  Glycerin can be evaluated as a good heat transfer fluid with its high 

boiling point and heat transfer coefficient. Therefore, it is suitable for use as 

heat transfer fluid in solar energy systems. The aim of this work is to use glyc-

erin as heat transfer fluid, with different flow rates, in parabolic trough solar 

collectors, and seeing how much energy can be produced with the Organic 

Rankine Cycle (ORC). In the first part of the study, the temperature of the glyc-

erin at collector inlet and outlet at different flow rates were determined. De-

pending on this temperature difference and flow rate, thermal efficiencies were 

calculated. It was seen, when the flow rate increased, temperature difference 

decreased. According to this result, the optimum flow rate was determined ac-

cording to this outcome. In the second part, the ORC system was simulated us-

ing the Chemcad program and used different working fluids. The work was cal-

culated according to simulation results. When glycerin was fed to the collector 

with a 0.6 L/min flow rate, the calculated thermal efficiency was around 70%. 

The work was found 72 kW when R134a used as a working fluid in the ORC. 

Regarding the results, glycerin is a promising heat transfer fluid compared to 

water. 

Keywords: parabolic trough solar collector, Organic Rankine Cycle, glycerin. 

 

1 Introduction 

 The world has been facing a lot of environmental problems such as air pollution, 

global warming, mainly due to the emissions from increasing consumption of fossil 

fuels [1]. Increasing demands of energy from non-renewable sources remain unsus-

tainable. Therefore, utilizing renewable energy sources as an alternative has been of 

great importance for domestic heating and electricity generation [2]. The classical 

methods for energy production are mostly harmful to the environment. Therefore, 

energy production by renewable energy sources is becoming a very important issue.  
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Interest in solar energy systems and studies on this topic is increasing. The reason 

for this increase, solar energy is all-natural, sustainable, and cheap. The average solar 

radiation falling on the earth, during the year is about 1361 W/m2. This average value 

varies according to the days of the year and where the rays reach the world. 

 The parabolic trough collector (PTC) type solar power system is one of the concen-

trated solar power systems and it is the most common solar system used for energy 

production in the world. The reason for this, these systems have low installation cost 

and works highly efficient. PTC heat the heat transfer fluid and this heated fluid can 

be a heat source in Organic Rankine Cycle. Thus, thermal energy can be produced 

from solar radiation. 

Rankine cycle is generally used in power generation with the help of a heat source. 

The conventional Rankine Cycle is not an economic and efficient alternative for the 

conversion of heat to power from renewable energy sources [3]. A conventional Ran-

kine Cycle using organic compounds rather than water is called the Organic Rankine 

Cycle (ORC) and it is the most accepted technology for converting low-grade heat 

energy sources into mechanical work [4]. There are many studies where PTC is used 

as a heat source for ORC. And there is a lot of study on the performance of systems 

with selected heat transfer fluids in the collector and working fluids in the cycle [4]. 

 The heat transfer fluid should be classified based on the thermophysical proper-

ties in the working condition of PTC. The thermophysical properties of the heat trans-

fer fluid (HTF) are specific heat capacity, enthalpy of phase change, thermal conduc-

tivity, viscosity, and melting point. However, the thermophysical properties like den-

sity, degradation temperature, thermal expansion coefficient, and thermal stability are 

necessary for selecting the heat transfer fluid. Specific heat capacity (CP) is an im-

portant property that decides the suitability of HTF to be used as heat transfer or 

thermal energy storage material [6]. The melting point is directly related to the opera-

tional cost of the system because the solar area must be maintained above the freezing 

point even after sundown [7]. Therefore, the degradation temperature of HTF plays a 

key role in deciding the efficiency of the system [8]. The thermal conductivity of the 

heat transfer fluid is an important thermophysical property that influences the Nusselt 

number. Thermal conductivity and density of HTF are very sensitive to temperature. 

Therefore, it is recommended to measure these parameters in the working temperature 

range [9]. The pumping efficiency of the system depends on the dynamic viscosity 

and shear rates of the HTF. Another property required for the characterization of HTF 

is vapor pressure. Usually, in PTC, low vapor pressure is suitable because it shows the 

evaporation rate of the liquid [10].  

In ORC, high molecular weight organic fluids are used instead of water to convert 

heat energy into electrical energy. Thus, the turbine turns more slowly. Since the tur-

bine is the most expensive equipment of the system and with this slow rotation, the 

production efficiency is increased by preventing the metallic parts, rotary wings from 

being exposed to less pressure and corrosion [11,12]. The classic Rankine conversion 

at lower temperatures is less efficient and higher cost [13,14]. Some properties should 

be considered when choosing the working fluid. These properties; Thermodynamic 

and physical properties, the stability and compatibility of the fluid concerning the 

materials used, its safety, environmental compatibility, price, and availability should 
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be considered in working fluid selection [15]. High vapor density and low volumetric 

flow rate enable small equipment to use. Fluid viscosity should be low in the liquid 

phase and vapor phase so that the heat transfer coefficient is increased, and friction 

losses are reduced in heat exchangers [16]. High thermal conductivity causes a high 

heat transfer coefficient in the heat exchangers. The specific heat capacity of the fluid 

in the liquid phase does not directly affect the pump work or net work. But it is im-

portant for high net work [17]. The freezing point of the fluid must be lower than the 

lowest temperature of the cycle [18]. Since organic fluids will also decompose at high 

temperatures, it is important to use them by the working conditions [19]. Environmen-

tal compatibility should be evaluated both in terms of global warming potential 

(GWP) and ozone depletion potential (ODP) [20]. The security assessment should be 

done. Flammability, toxicity, corrosivity, explosion limit, and maximum allowable 

concentration values should be determined [21,22]. Three working fluids have been 

selected according to the properties determined in the selection of the working fluid 

and the information obtained from the literature. In ORC simulation studies, these 

working fluids have been tried to determine the suitable working fluid for the system. 

In this study, the use of glycerin as a heat transfer fluid in a PTC was studied. 

Glycerin is a valuable chemical and the high boiling temperature of glycerin provides 

high-temperature steam and thus more thermal power can be produced. PTC is a me-

dium temperature level system and it is seen that the glycerin degradation temperature 

is very high for these systems. When these properties are evaluated, glycerin seems 

like a promising heat transfer fluid, and the use of glycerin in the PTC system was 

investigated. This PTC system using glycerin as fluid was combined with an ORC 

system. Mathematical modeling and simulation programs were used to calculate 

thermal efficiency. The result of the simulation shows glycerin is suitable for that 

kind of s-ORC system. 

2 Materials and Methods 

 In the solar Organic Rankine Cycle (s-ORC), the thermal energy production pro-

cess is carried out with solar collectors. The thermal efficiency of the solar system is 

of great importance for energy to be produced. Therefore, the effect of the heat trans-

fer fluid to be used on thermal efficiency must be considered. Glycerin was deter-

mined as the heat transfer fluid depending on the selection criteria. A two-step calcu-

lation procedure was carried out to determine the thermal efficiency to be obtained as 

a result of the use of glycerin in PTC. Firstly, thermal efficiency that can be obtained 

from the system used was calculated. Mathematical calculation was made using ther-

modynamic laws and heat transfer calculations. As a result of the calculations, ther-

mal efficiency was calculated by using glycerin as a heat transfer fluid. To calculate 

the net work in ORC, an ORC system was simulated in the Chemcad program. Net 

work is calculated based on temperature changes obtained in PTC as well as selected 

working fluids.  
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The flow rate of the heat transfer fluid was calculated as follows. Theoretical heat 

calculation was made according to the incoming solar radiation, GA (W/m2) value and 

collector area, A (m2) of the heat transfer fluid. 

 QTheoretical = GA. A      (4) 

Useful heat is calculated by assuming that the current system operates with 85% 

efficiency. This assumption was made in the literature depending on the water used 

PTC systems [5]. 

 Quseful = QTheoretical 0.85     (2) 

    The flow rate of the fluid in the collector was calculated as follows. Here, the tem-

perature difference at the collector inlet and outlet is used. 

 Quseful = m.Cp.ΔT      (3) 

There are three heat transfer types in PTC collector: conduction, convection, and 

radiation, which are based on the energy flow in and out of the collector, as indicated 

in Fig. 1. 

 

           
      Fig. 1. Cross-sectional scheme of a PTC [25] 

 

Quseful, is the useful heat energy transferred from the sun rays. Quseful is transferred 

from the absorber pipe to the liquid by conduction from the metal tube wall thickness 

and from the metal tube inner surface to the liquid. 

 Quseful = ℎ𝑖𝐴𝑚𝑏𝑖(𝑇𝑚𝑏𝑖 − 𝑇𝑎𝑣)      (4) 

        Quseful =
ᴨ(𝑑𝐿𝑀)𝑚𝑏𝐿𝑘𝑚𝑏

𝛥𝑥𝑚𝑏
(𝑇𝑚𝑏𝑑−𝑇𝑚𝑏𝑖)               (5) 

And if these equations are rearranged, 

 Quseful =
𝐴𝑚𝑏𝑖(𝑇𝑚𝑏𝑖−𝑇𝑎𝑣)

[
1

ℎ𝑖
+
𝛥𝑥𝑚𝑏
𝑘𝑚𝑏

(
𝑑𝑚𝑏𝑖

(𝑑𝐿𝑀)𝑚𝑏
)
      (6) 
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The heat transfer fluid transport coefficient, ℎ𝑖, can be calculated according to the 

properties of the fluid at 𝑇𝑎𝑣 , according to the Sieder-Tate equation for laminar flow 

[5]. 

 Nu=
ℎ𝑖𝑑𝑚𝑏𝑖

𝑘
    (7) 

 Nu=1.86(RePr)1/3(d/l)1/3(
𝜇

𝜇𝑤𝑎𝑙𝑙
)0,14    (8) 

 Re=
𝑑𝑚𝑏𝑑.𝜐.𝜌

𝜇
    (9) 

The mean bulk temperature, 𝑇𝑚𝑏𝑖 and 𝑇𝑚𝑏𝑑 calculated with these equations. To 

calculate the outside temperature of the glass tube, 𝑇𝑐𝑏𝑑 , with the assumption of the 

outside temperature of the glass tube, radiation heat transfer coefficient hd,r is calcu-

lated from the glass tube to the environment [5]. 

 hd, r = 
Ɛ𝑐𝑏𝜎(𝑇𝑐𝑏𝑑

4−𝑇𝑇𝑎𝑛𝑘
4)

(𝑇𝑐𝑏𝑑−𝑇𝑇𝑎𝑛𝑘)
      (10) 

For the calculation of the heat transfer coefficient of the glass tube to the environ-

ment, hd, t following equation is used [5]. 

 Nu = 
ℎ𝑑,𝑡𝑑𝑐𝑏𝑑

𝑘𝑎𝑖𝑟
      (11) 

 Nu =0,40 + 0,54𝑅𝑒0,52       𝑓𝑜𝑟  0.1 < 𝑅𝑒 < 1000 [23]  (12)  

Nu=0,30𝑅𝑒0,6                for 1000<Re<50000 [23] 

The thermal loss from the outer surface of the glass tube to the environment is 

expressed as, 

 Qloss,1=𝐴𝑚𝑏𝑑 (
𝑑𝑐𝑏𝑑

𝑑𝑚𝑏𝑑
) [ℎ𝑑,𝑡 + ℎ𝑑,𝑟](𝑇𝑐𝑏𝑑 − 𝑇𝑇𝑎𝑛𝑘)         (13) 

The glass tube inner surface temperature, 𝑇𝑐𝑏𝑖 , is calculated from the conduction 

heat transfer equation, Eq. 14. 

 Qloss,1=𝐴𝑚𝑏𝑑 (
𝑑𝑐𝑏𝑑

𝑑𝑚𝑏𝑑
)
𝑇𝑐𝑏𝑖−𝑇𝑐𝑏𝑑

𝑅𝑐𝑏
      (14) 

And where, 𝑅𝐶𝐵 and Xcb is calculated by these equations, 

           𝑅𝑐𝑏=
𝑋𝑐𝑏𝑑𝑐𝑏𝑑

𝑘𝑐𝑏−(𝑑𝐿𝑀)𝑐𝑏
                                               (15) 

 

          𝑋𝑐𝑏=
𝑑𝑐𝑏𝑑−𝑑𝑐𝑏İ

2
                                                 (16) 

 

The heat loss caused by convection and radiation between the absorber pipe outer 

surface and the glass tube is calculated by Eq. 17. 

 Qloss,2=𝐴𝑚𝑏𝑑[ℎ𝑎𝑟,𝑡 + ℎ𝑎𝑟,𝑟](𝑇𝑚𝑏𝑑 − 𝑇𝑐𝑏𝑖)      (17) 
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The heat transfer coefficient with convection in this equation, ℎ𝑎𝑟,𝑡 , is calculated by 

Eq.18. 

 ℎ𝑎𝑟,𝑡=
𝑘𝑒𝑓𝑓(𝑑𝐿𝑀)𝑎𝑟

𝑥𝑎𝑟𝑑𝑚𝑏𝑑
      (18) 

The effective transfer coefficient, 𝑘𝑒𝑓𝑓 , calculated by Eq.19 

 
𝑘𝑒𝑓𝑓 

𝑘
 =𝑚𝑎𝑥[1,0.386(

𝑃𝑟 𝑥 𝑅𝑎∗

0,861+𝑃𝑟
)1/4      (19) 

Thus, the heat transfer coefficient by convection, ℎ𝑎𝑟,𝑡 is calculated. And the heat 

transfer coefficient by radiation, ℎ𝑎𝑟,𝑟 , calculated with the following equations [5]. 

 har, r =
𝐶𝑎𝑟𝜎(𝑇𝑚𝑐𝑏

4−𝑇𝑐𝑏𝑖
4)

(𝑇𝑚𝑐𝑏−𝑇𝑐𝑏𝑖)
      (20) 

Car is calculated for the calculation of the heat transfer coefficient with radiation, 

 Car =
1

1

Ɛ𝑚𝑏
+
1−Ɛ𝑐𝑏
Ɛ𝑐𝑏

(
𝑑𝑚𝑏𝑑
𝑑𝑐𝑏𝑖

)
      (21) 

With all these equations, the amount of thermal loss, Qloss, calculated with Eq.17. 

𝑇𝑐𝑏𝑑  𝑡ℎ𝑒 assumption is made until the amounts of heat loss calculated with Eq.13 and 

Eq.17 are equal. By this way 𝑇𝑐𝑏𝑑 is calculated [5]. 

The overall heat transfer coefficient between the outer surface of the absorber pipe 

and the environment, Umbd is calculated by Eq. 22. 

 Umbd =
1

ℎ𝑎𝑟,𝑡+ℎ𝑎𝑟,𝑟
+

1

(
𝑑𝑐𝑏𝑑
𝑑𝑚𝑏𝑑

)𝑅𝑐𝑏
+

1

(
𝑑𝑐𝑏𝑑
𝑑𝑚𝑏𝑑

)(ℎ𝑑,𝑡+ℎ𝑑,𝑟)
     (22) 

The thermal loss between the absorber pipe and the environment is calculated with 

Eq. 23. 

 Qloss=𝐴𝑚𝑏𝑑𝑈𝑚𝑏𝑑 (𝑇𝑚𝑏𝑑 − 𝑇𝑑)         (23) 

The available energy to the absorber pipe, QG, equal to the sum of the available en-

ergy to the heat transfer fluid, Quseful, and the heat losses between the absorber pipe 

and the environment, Qloss. 

 QG= Qloss+ Quseful      (24)  

The thermal efficiency of the system can be found by the ratio of the useful heat 

transferred to the heat transfer fluid to the useful energy to the absorber pipe [5,23]. 

 Thermal =
𝑄𝑢𝑠𝑒𝑓𝑢𝑙

𝑄𝐺
x100      (25) 

In the parabolic trough solar collector with a flow rate of 0.6 L/min of glycerine, 

the efficiency obtained is approximately 70% and the optical efficiency is about 35% 

when the temperature difference between inlet and outlet temperatures of the glyceri-

ne was about 30ºC degrees. 
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 Simulation Method 

 The ORC system is a very expensive system due to the equipment used. Besides 

the power they produce for large plants, this installation cost remains insignificant. 

However, in small applications, the use of the equipment and the right chemicals is of 

great importance. Chemcad simulation program simplifies the work of engineers with 

unique equipment and chemical options. The pump power required for a small-scale 

ORC system to be installed, turbine power and suitability of the fluid to be used can 

be seen with this simulation. For this reason, the necessary equipment values for pow-

er generation, which are of great importance in the continuation of this study, have 

been calculated with the help of this program and the network to be achieved has been 

calculated in this way. The heat transfer fluid heated by the effect of the sun rays is 

used to heat the working fluid used in the ORC. The working fluid to be used in the 

ORC is calculated according to these temperature values in the Chemcad simulation 

program and the network is calculated. 

The ORC system in Chemcad simulation was showed in Fig. 2. Since PTC is used 

as a heat source and the maximum temperature that this system can output is deter-

mined, the steam temperature to the turbine was determined in this range. Superheat-

ed steam is fed to the turbine at 16 bar and 75ºC. If the turbine operates with 85% 

efficiency, it is determined from the system that the pressure of saturated steam at the 

turbine outlet will drop to 6 bar. Thus, the work to be produced in the turbine is 

found. A condenser is used to condense the saturated steam to saturated liquid at the 

turbine. The work of this condenser has a negative impact on the system. The saturat-

ed liquid is pumped to the superheat pressure and thus the cycle is performed. Operat-

ing temperatures and values of the system are given in Table 1. 

 

   
  Fig. 2. Solar Organic Rankine Cycle (s-ORC) in Chemcad program 
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Table 1. Chemcad ORC simulation stream values 

Stream Condition/ 

Stream number 

 Pressure, bar Temperature, ºC  Enthalpy, kJ/kg Entropy, kJ/kg K 

Superheated Steam, 1  16 75 447.37 1.76 

Saturated Steam, 2  6 33.2 422.11 1.75 

Saturated liquid, 3  6 20.7 228.56 1.09 

Saturated liquid, 4  16 20 227.47 1.09 

 

Some criteria for the selection of the working fluid to be used in ORC are deter-

mined and it was observed that the use of dry fluids should be preferred. It was em-

phasized that it should have high vapor density, low viscosity, easy to find, suitable 

for working conditions, compatible with the equipment, and have low global warming 

potential. With the literature review, the fluids used as working fluid in s-ORC that 

previously used PTC were determined. Three working fluids came to the fore with 

their suitability to all these features and their compliance with operating temperatures. 

Three different working fluids are used in the simulation. These are R134a, pen-

tane, and isopentane. According to Chemcad data, calculations of heat coming to the 

evaporator produced work in the turbine, the heat lost in the condenser, and pump 

work calculations were made. As a result of these calculations, net work to be ob-

tained from working fluids have been determined.  

According to the data obtained as a result of the simulation study, the net work to 

be obtained with R134a is higher than other working fluids. The working fluid to be 

used while installing the ORC system can be determined in this way and the experi-

mental application stage can be started afterward. 

3 Result and Discussion 

 In this study, which is related to the fact that thermal power generation from solar 

energy will be enough to meet energy needs, thermal efficiency and net work account 

can be obtained by combining PTC and ORC and using glycerin as a heat transfer 

fluid. For PTC the thermal efficiency to be obtained by using glycerin as heat transfer 

fluid was calculated.  

 The flow rate of the heat transfer fluid in the absorber pipe is of great importance 

for it to carry heat. As a result of the calculations, it was observed that the temperature 

difference between PTC inlet and outlet decreased as the flow rate was increased. 

Temperature difference increases as flow rate decreases but thermal efficiency de-

creases. To reach the highest thermal efficiency, an optimum flow rate value should 

be determined, and the system should be operated accordingly.  
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Fig. 3. The temperature difference in PTC according to the flow rate 

 

 As a result of the calculations, it was observed that the glycerin at the flow rate of 

0.6 L/min reached a temperature difference of 30ºC and obtaining the highest thermal 

efficiency value. This calculation made due to Section 2.1 and the results showed in 

Table 2. 

This study aims to determine the net work to be obtained by using glycerin as heat 

transfer fluid in PTC and to calculate the net work that can be obtained in ORC ac-

cordingly. Since heat transfer fluid carries the heat obtained from the solar system, 

there are many factors to be considered when choosing. The high boiling point of the 

fluid increases the net work to be obtained from the ORC. Also, it should be able to 

work correctly with the equipment used in the system and should have a good heat 

transfer coefficient. To avoid any loss, the degradation temperature should be above 

the temperature range of the system under study. The viscosity of the fluid should be 

evaluated for easy pumping and a selection should be made accordingly. In terms of 

all these features, glycerin is a suitable working fluid for PTC. During the literature 

research, it was observed that there were many heat transfer fluids used in PTC, but 

there was no use of glycerin in pure form and this increased the importance and the 

originality of this study. 

 In ORC, where high molecular weight organic fluids are used as working fluids, 

the criteria considered in the selection of working fluids have been evaluated. In the 

selection of working fluid, the effect of vapor density on equipment size and viscosity 

effect on heat exchanger should be evaluated. Previously used working fluids in the 

literature were examined and some of those suitable for the working temperature of 

the current system was tested on the simulation program. ORC system created in 

Chemcad program and three of those working fluid tried. The thermal efficiency to be 

obtained by using glycerin as heat transfer fluid in PTC was calculated mathematical-

ly. 
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Table 2. The thermal efficiency calculation result of glycerin at a flow rate of 0.6 

L/min 

Calculated data Unit Value 

Temperature difference, ΔT ºC 30 

Average specific heat capacity, Cp J/kgK 2799.14 

Tank temperature, Ttank ºC 30 

Solar radiation, GA W/m2 1070.18 

Flow rate, m kg/s 0.01 

Useful heat, Quseful W 1088.53 

Average temperature, Tav ºC 113 

Viscosity, μ kg/ms 1.06 

Absorber pipe outer surface area, A m2 0.26 

Air flow rate, v m/s 4.19 

Reynold number, Re - 138.59 

Heat transfer coefficient of glycerin, kglycerine W/mK 0.30 

Prandlt number, Pr - 10185.4 

Nusselt number, Nu - 44.34 

Thermal conductivity coefficient, hi W/m2K 495.98 

Absorber pipe inner area, Ambi m2 0.25 

Mean bulk temperature, Tmbi ºC 132 

Glass tube outer temperature, Tcbd ºC 61.66 

Radiation heat transfer coefficient, hd, r W/m2K 6.63 

Air temperature, Tair ºC 25 

Viscosity of air, μair kg/ms 1.8x10-4 

Density of air, ρair kg/m3 1.2046 

Heat transfer coefficient, hd, t W/m2K 24.49 

Total Heat loss, Qloss W 520.339 

Glass tube inner temperature, Tcbi ºC 82.96 

Temperature between absorber pipe and glass 

tube, Tmb, cb 
ºC 245.153 

Inclination angle, ß - 4.04x10-3 

Distance between absorber pipe and glass tube, l m 0.01 

Effective thermal conductivity of inert air in the 

space, keff 
W/mK 4.28x10-2 

Heat transfer coefficient between metal pipe and 

glass tube, har, t 
W/m2K 5.22 

Solar energy coming to absorber pipe, QG W 1608.87 

Thermal efficiency, Thermal - 67.65 



153 | P a g e  

 

 

   

  

 Using these thermal efficiency values, a net work calculation was made with a 

simulation in the Chemcad program. In the Chemcad program, ORC was carried out 

with different working fluids and as a result, a net work value was obtained. The net 

work obtained with the working fluids R134a was observed as the highest value (Ta-

ble 3).  

 

Table 3. Calculated net work value for working fluids 

Working Fluids  Calculated Net Work, kW 

R134a  72.51 

Pentane  70.14 

Isopentane  65.74 

   

  

Considering the previous studies in the literature, it is seen that water has been using 

as a heat transfer fluid in PTC. The heat transfer coefficient of water is higher than the 

glycerin. However, the boiling temperature of glycerin is higher than that of water. 

The high boiling temperature means that more thermal power can be produced from 

the system. Therefore, it can be evaluated that the use of pure glycerin as a heat trans-

fer fluid is very efficient for this type of system. Since pure glycerin has a high vis-

cosity, some problems may arise during the pumping process. In such cases, the diffi-

culties in the system can be overcome by mixing glycerin-water with a mixture of 

high heat transfer coefficient and boiling point. 

4 Conclusion 

 In this study, thermal efficiency and net work calculations to be obtained as a result 

of using glycerin as heat transfer fluid in PTC have been calculated. Therefore, a two-

step calculation path was followed. Firstly, the thermal efficiency calculation was 

done by mathematical method. In the second part, a net work calculation was made 

with the help of the Chemcad simulation program. According to these calculations, it 

was determined that the thermal efficiency with a temperature difference of 30ºC is 

70%. As a result of this simulation, it was seen that 72-kW net work is obtained when 

R134a is used as a working fluid. And it was observed that the net work obtained by 

using glycerin as heat transfer fluid in the solar Organic Rankine Cycle is very prom-

ising compared to water. 
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Abstract. This paper is geared towards integration of different renewable 

sources of energy with the existing source of energy. The world tends towards 

having their systems energy efficient, at the same time cutting the carbon emis-

sion. In Europe for instance, many countries in the European Union are project-

ed to adhere to the goal of ensuring there is 100% renewable consumption by 

2050. Turkish Republic of Northern Cypress (TRNC), is such a country that has 

had a huge reliance on imported oil as their means electric generation and other 

uses. This has made the country spend a lot of money in sustaining development 

and looking at the well-being of its people. Looking at different renewable, 

TRNC has the capacity of achieving the goal of 100% renewable and spending 

less money on development, there are just needs to have some policies put 

across for these to happen.  
Keywords: Renewable Energy, Energy Policy, Solar PV, Solar CSP, TRNC.  

 

1 Introduction  

In the past, there have been different fora, debates, and conferences regarding har-

nessing and how to collect electrical energy from different sources. The founding 

“fathers” of electricity gave us sources which were later discovered to non-renewable, 

or did not have any possibility of being replenished, and with the ever-growing elec-

tricity demand (going together with the growing population) these were found not to 

be sustainable. That is why renewable sources of energy have been found to be the 

answer to this, since they can be replenished and are obtained from natural sources, 

like the sun, wind, tides, geothermal etc. Efficiency in electrical energy distribution 

system in a power system, is achieved by optimization of energy consumption.   

But more often than not, when renewable sources are used, then the optimization is 

achieved by a higher percentage, adding to the fact that greenhouse gases (GHGs) are 

reduced in the process. The global trend of renewable energy usage has been low, and 

therefore there is a growing need to have more exploration of the renewable sources. 

In the year 2018, about 181 GW was the amount of power installed globally, 100 GW 

mailto:ulkemonur@hotmail.com
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solar PV, which was 55% of the renewable power sources installed, the others are 

28% wind power, and 11% hydro power [1]. This is still not sufficient going by the 

global consumption of electric energy according to British Petroleum (BP) report, 

citing that per hour, we need 26614.8TWh [2].   

We can be hopeful that the trend of investment in renewable energy globally in is 

on the increase with solar being the leading, then wind as shown in figure 1. That 

from 2010 to 2019, there has been over US$2.5 Trillion worth of investment in re-

newable energy. The 2019 report released by the United Nations Global Climate Ac-

tion Summit dabbed The Global Trend in Renewable Investment, the investment has 

quadrupled the one of 2009 (which was 414 GW), to slightly over 1650 GW by the 

close of this decade [3]. This growth has also been encouraged by the lower prices of 

the renewables.   
 

  
Figure 1: Global investment in renewable sources of energy [3] 

  

These energy sources can be integrated into the existing electricity system, or can 

they? Achieving this is not an easy affair, because for integration to occur, there must 

be reliability of the power system, efficiency issue must be dealt with, the cost of 

integration, storage of these generated energy, among other issues. This paper deals 

with the current renewable sources, in Turkish Republic of Northern Cypress (TRNC) 

and finding the possible ways, challenges and what needs to be done to achieve the 

integration of renewable energy sources. The first point is looking into the current 

renewable sources in that country, the energy storage facilities, especially when there 

is intermittent of the sources, and challenges faced, and finally possibility of integra-

tion of the system. In the discussion, the focus shall be on solar (photovoltaic, and 

concentrated solar power), wind and biogas. When the renewable energy sources are 

integrated with the traditional energy sources, there shall be an improvement of relia-

bility of the power system, and this will be enhanced further when appropriate storage 

systems of energy are incorporated, this becomes important when the weather condi-

tions changes.  
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2 Literature Review  

2.1 Integration of renewable sources in the grid  

Many countries foster sustainability of energy and low emission of GHGs by em-

bracing the technology of renewable energy, and so they have different targets for 

their electric supplies. Solar and wind are variable sources than the traditional meth-

ods of electric generation, and therefore their production of energy is not constant, so 

this calls for planning the power system to accommodate those facts. Integration of 

power to the grid, is a way of delivering to the grid a variable renewable energy 

(VRE) in an efficient way. While integrating the VRE, there must a consideration of 

the cost at the same time increasing stability of the system and reliability. There are 

changes in the power system globally, which is caused by the upsurge of available 

low-cost variable renewable energy, the advanced technology which involves digitali-

zation and the opportunity in electrification brought by high growth rate. For a power 

system to be referred to as flexible, it must possess the capability of maintaining unin-

terrupted service while there are large swings in supply and demand. Power system 

also, must be flexible for it to cope with the unexpected emergencies like plant and 

power outages. System integration of VRE can be implemented when four things are 

considered that are different, based on the support of the system flexibility, identifica-

tion of the challenges and apply suitable measures that supports the integration of the 

VRE [4]. They are:  

Generation of new renewable energy – when planning to invest in a generation of a 

new VRE, targets and incentives must be aligned with the consideration of grid inte-

gration. Policy makers or regulators of a country can make targets that drives innova-

tions that supports clean energy. Also, they can establish rewarding schemes that are 

geared towards those of generate power through renewables, like wind or solar. These 

factors encourage investments in green energy technology at the same time avert neg-

ative effects of integration.  

• New transmission – when there is a target to have VRE capacity increased, 

then the grid must be expanded and modified to allow the power system to be 

connected to a high-quality renewable source, which remotely work from the 

available transmission networks.   

• The system flexibility must be increased – sources that are flexible in opera-

tion are important when the renewable sources are connected to the grid. Flexibil-

ity encompasses market practices and the procedures of operation. Also, the re-

sponse demand and means of storage of the electric power are among the consid-

eration in a flexible system.   

• Future planning for a higher capacity of renewable energy – when planning a 

power system, demand is usually given highest priority, and so this involves ex-

panding the system’s capacity to cater for the expected demand. This factor is 

tied to flexibility is that when a higher capacity of VRE generation is employed 

in a power system, then the planning involved must include flexibility in the 

power system [5].  
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3 Case study  

3.1  Grid integration in Turkish Republic of Northern Cyprus (TRNC)  

Cyprus island comes third after Sicily and Sardinia in terms of surface area, which 

amounts to 9,251 km2, which 3,355 km2 belongs to TRNC and the remaining belongs 

to Cypriot Administration (GCA) [6]. The island mostly depends on oil for its econ-

omy, and this makes renewable sources like solar, wind, geothermal, biofuels etc. to 

have less usage. This has gotten the administration and policy makers worried be-

cause of high carbon emissions [7]. That is why there is the urge to transform the 

resources of energy to 100% renewable to meet the EU target of having a zero emis-

sion by the year 2050 [8].  
There is a huge potential of solar energy in TRNC, as far as renewable energy, es-

pecially solar energy harnessing in Europe, TRNC has the best solar irradiation to 

obtain a higher electrical energy [9]. Even with this, it has only installed 403.2MW of 

renewable energy and of this only 1.2 MW of solar is installed (see table 1) [10]. 

However, TRNC an island country and therefore the grid power is sensitive to the 

production of electricity that comes from renewable sources of energy, majorly solar 

and wind. The only problem in this area is intermittency, where sometimes the weath-

er conditions reduces production to zero. This is what drives the country to integration 

of the power system to cater for the lost power. The grid in TRNC is limited to re-

spond to sudden changes in the production of power and as a result power outage are 

rampant. As a response to this, the power grid of the island needs to be connected to a 

much bigger power grid, which is interconnection between grids that means integra-

tion is necessary.  

 

Table 1: Total Installed power capacity in TRNC as of the 2nd half of 2019 [11]  

Location  Type of Tech-

nology  
Number and 

Size of Units  
Fuel  Total Installed 

Capacity  
Teknecik  Steam Turbine  2 × 60 MW  Heavy fuel 

oil  
120 MW  

Teknecik  Gas Turbine  20 MW + 10 

MW  
Diesel  30 MW  

Teknecik  Diesel Genera-

tor  
8 × 17.5 MW  Diesel  140 MW  

Dikmen  Gas Turbine  20 MW  Diesel  20 MW  
Kalecik  Diesel Genera-

tor  
8 × 17 MW  Diesel  136 MW  

Kalecik  Steam Turbine  6 MW  Heavy fuel 

oil  
6 MW  

Serhat  Solar  1.2 MW  -  1.2 MW  
Total           453.2 MW  
Total without 

Gas Turbines  
         403.2 MW  
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3.2 Actions that needs to be taken  

The ambition is that by 2050 TRNC achieves 100% renewable energy usage, the 

timeline from 2020 is sufficient for the island to do the necessary installation and 

have its citizens transition to a new way of life, including having Electric Vehicles 

(EV) on the roads. This means solar and wind mostly, and a small capacity of biogas. 

For the country to achieve 100% renewable transition, there must be some guidelines 

and some transformation to be carried through. Now there is a need to integrate re-

newable with the existing grid system. Here, we are going to look at the solar irradia-

tion and wind power and see how much can be harnessed from the existing resources 

that are available presently.   
Solar  
Solar PV is the best and cheaper way of tapping electric energy around the world, 

since during the day light is everywhere. TRNC is regarded as one of the countries in 

Europe with the highest solar radiation, where the sun shines for more than 300 days 

in a year, the average irradiation is about 2,000 Wh/m2 on a surface that is tilted to 

around 27.57O [12]. In the lowlands of TRNC, the sunshine duration is between 5.5 

hours to around 12.5 hours in the winter and summer, respectively. If for instance, 

just 0.05% of the land is taken and used for solar, assuming the capacity of solar PV 

are the same, and there is a uniform amount of solar irradiation experienced. That 

means we shall have around 1,677,500 m2 and with 2000 Wh/m2 (which is 2000 watts 

in an hour for every square metre) means that there shall be about 335.50 GWh/m2 of 

power produced annually. In a year there 300 days of sunshine, that is what gives us 

about 335.5 GW of power can be produced in one hour yearly if just about 0.05% of 

the land capacity in TRNC is used. Assume a loss of 70% of the ideal power pro-

duced, or an efficiency of about 30%, which is produced annually. This with a coun-

try of around 320,475 [13], that alone might not suffice going by the growing demand 

of power and population.    
Another system that this can be integrated with is the Solar Concentrated power 

(CSP). The mode of operation of this type, is by use of reflected light by mirrors or 

collectors and concentrated at one place where there is water. This concentrated pow-

er produces heat which is used for thermal energy which can be stored and later used 

in the production of electric power.   

 

  
Figure 2: A typical concentrated solar power plant (CSP)  
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Depending on the amount of electricity that needs to be produced, the plant can be 

occupying a large area. For the sun radiation capacity of TRNC, this plant can be 

installed in around three areas, Serhatkoy being one of them where sun radiation is 

significant. The country just needs an area of around 551.47m2 X 800 collectors, this 

translates to around 450,000 m2, with a mean efficiency of the collector per year 

(which depends on the annual direct radiation) of 67%, an annual solar hour of 1600 

hours/year, about 482 GWh. When the temperature is heated to 550OC, and a storage 

capacity is used around 3000MWh [13].   

 

Wind   
Wind turbines work well whenever there is a lot of air movement, which is the 

wind speed, like the seashores around beaches and in hilly places. The second factor 

that policy makers needs to have in mind is the wind direction, then lastly, how the 

wind changes with the height of the ground (this gives an idea of how wind speed 

measurement scales with interpolation of the height of the turbine hub) [14].  
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Figure 3: The graph showing wind speed of TRNC from January to December and wind 

rose diagram [15].  

The wind can be harnessed from the north-western direction than the northern side 

according to the wind rose diagram. The wind speed in those areas are between 4m/s 

to 6m/s. which according to the wind turbine selection in table 2, it is estimated that 

one turbine of 3 blades can produce about 1.3kW  

 

 

 

 

 

 

Table 2: Table showing specs of a wind turbine [15].  

   
When looking at the capacity of the power produced by solar, wind energy capaci-

ty can fill in the rest of the power.  

4 Conclusion  

For the country to embrace 100% renewable power production to its people, there 

is a need to have a lot of power produced by solar. Solar has the highest capacity of 

producing a lot of power and wind can just supplement, in case of intermittency. The 

government also needs to invest in storage facility, the large batteries for storing pow-

er produced by solar, and for CSP, the storage tanks can suffice and maintain the tem-

perature at about 250OC. The country’s industries need to focus on the bio energy. 

There is a need to improve the model of consumption to the facilities used in the in-

dustries. In the transport sector, the government can start importing vehicles that are 

fuel efficient at the moment and when the renewable plants are up and running and 

are seen to be producing surplus, then EV importation needs to take effect. With elec-

tric vehicles competing with the Fuel-Cell Vehicles (FCV), there is a projection that 

by 2030, there might be several FCV on the roads. FCVs are vehicles that are running 

on hydrogen gas conversion. Lastly, on biomass production, which there are debates 

whether they really curb CO2
 emission or not (Woody, 2017), needs to be used for 

industrial heating and domestic.  
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Abstract. Renewable energy integration into the global energy mix has grown 

over the years in most countries, though in varying proportions. Solar energy 

due to its highly abundant nature is the most utilized form of renewable energy 

in the world. The current energy mix in Africa is not a proper reflection of the 

energy endowments of the continent. The integration of renewable energy re-

sources into the energy mix on the continent varies from country to country. 

Undoubtedly, the integration of renewable energy into the energy mix in Africa 

is on the rise, with immense potentials for the development of solar energy on 

the continent. Hence, this study employs the use of multivariate regression in 

modeling the trend of solar energy growth in 15 African countries by analyzing 

five decision variables suspected to aid its growth. The African countries cov-

ered in this study are; South Africa, Egypt, Morocco, Algeria, Uganda, Mauri-

tius, Kenya, Nigeria, Mauritania, Tunisia, Angola, Tanzania, Cape Verde, 

Rwanda, and Mozambique. The independent variables considered for the study 

are their; renewable energy policies, energy consumption, carbon emissions, 

population, and gross domestic product (GDP). In order to perform a detailed 

and more precise study, the countries are divided into three groups, with each 

group presenting countries with similar solar energy growth. A sensitivity anal-

ysis is also performed to ascertain the robustness of each model to the variables 

considered. The results of the study show that the variables that affect solar en-

ergy growth on the continent vary based on the geographical location of each 

country. The results also indicate that the three most dominant factors aiding 

solar energy growth amongst the countries considered in this study are their 

carbon emissions, energy consumption, and GDP. 

Keywords: Energy, artificial neural network, solar energy growth, modelling, 

carbon emission, energy consumption. 

1 Introduction 

Given the global consensus on tackling the environmental issues of climate change 

and global warming, which is majorly caused by the production of energy with fossil 

fuels, the development of renewable energy has become critical in energy matter at 

local and international levels. According to the United Nations, Africa is highly vul-
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nerable to the effects of climatic change due to its high dependence on fossil fuels for 

energy generation, population growth and inflexibility to change. The deployment of 

renewable energy in African energy mix has been on the steady rise, as a means to cut 

down on the reliance on fossil fuels, and this is aided by the immense renewable en-

ergy resource available on the African continent [1]. The geographical location of 

Africa gives it the natural RE endowment.   

However, despite the rich renewable energy resources in Africa and the increase in 

RE production, the continent is still characterized by insufficient electricity and the 

lack of access to basic electricity infrastructure to meet growing energy demands [2]. 

Most of the countries in Africa are heavily reliant on non-renewable energy resources 

for electricity production. Oil and gas are predominant energy resources for energy 

production in North Africa. The Sub-Saharan region is also reliant on fossil fuels, 

accounting for about 70%-90% of primary energy supply [3]. Hence, coal, oil and 

natural gas are used to meet the fast-growing demand for energy on the continent [4]. 

Despite the dominating use of these conventional sources for electricity generation, 

most of these countries on the continent are still considered as energy poor. Accord-

ing to [5], 69% of the African population make use of biomass for cooking.  

Considering that easy access to electricity and modern energy sources play a cru-

cial role in economic growth and sustainable development, the continent of Africa has 

been subjected to under-development and poverty [6]. Figure 1 shows the access to 

electricity in the African countries considered in this study, as the data is retrieved 

from [5]. Some significant benefit, in case of RE utilization, is the electrification of 

rural African, job creation, economic growth and energy security [4]. According to 

the statistics published by the National Renewable Energy Laboratory (NREL), the 

demand for renewable energy has continued to rise since the year of 2010. Among 

renewables, solar energy is an inexhaustible and pollution-free energy resource that 

plays a remarkable role in providing energy in a sustainable way. Many countries 

have tapped into solar energy production for meeting rising energy demands as it 

bears no risk of environmental pollution [7], hence solar energy can be seen as alter-

native energy source that could be used to increase the electricity share in the African 

continent.  

Certain parameters such as technical expertise and policies may pose a limitation 

towards utilizing solar energy in certain regions and countries. For instance, the lack 

of technical expertise on renewable energy production makes it unrealistic to project 

the incorporation of renewable energy into the energy mix of Namibia despite the fact 

that Namibia has about 100 times more energy production potential (from solar ener-

gy) than its current energy consumption [8]. The share of solar energy to the global 

electricity production has increased over the years [9].  Cumulative installed capacity 

of solar PV increased from 127MW in 2009 to 1334MW in 2014, which represents % 

growth. South Africa leads the continent in solar PV production, haven added 

780MW between 2013 and 2014 [10]. 

This study attempts to bridge the gap in literature on energy solar energy devel-

oped countries across different regions on the African continent; by emphasizing on 

key parameters that could potentially impact on solar energy production development, 

through data aggregation, modelling and sensitivity analysis.  
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In this study, the solar energy growth in Africa, between the period of 2000 and 

2014, is considered. Considering the fact that the accuracy of this study is reliant on 

the use of appropriate data, the study is carried out using the time gap of 14 years with 

2014 being the end time frame because of the unavailability of sufficient data for later 

years. Investigating the effects of different parameters (gross domestic product, poli-

cies, energy consumption, carbon emissions, and population) on growth constitute the 

main focus of this study. These parameters are then used to develop a model; in order 

to understand their effects on the growth level of solar energy in the countries after 

which future predictions and suggestions are made concerning solar energy growth in 

these regions.  

This study is structured as follows: Section 2 briefly discusses the state of energy 

situation in Africa, and the general growth in some countries. Section 3 provides the 

details of the methodology, mainly describing the divisions of the top solar energy 

countries in Africa and the parameters used in the modelling. Section 4 presents the 

results of the developed simulation model. Finally, Section 5 briefly comments on the 

results and future projections of solar energy growth in the countries considered in 

this study. 

 

2. Current Status of Solar Energy in Africa 

Kaygusuz [11], stated that the rapid population growth is stated as the major reason 

for the exponential growth of energy demand in Africa and other developing coun-

tries. The study further claimed that Africa will experience medium growth in energy 

consumption, in which the major consumption comes from biomass 

Investments in renewable energy in terms of technical development and research is 

the doorway towards increasing the share of renewable energy production in Africa. 

Solar energy represents a viable renewable energy option in Africa due to its decen-

tralised nature and its immense availability [8]. Also, putting into consideration cost, 

solar energy technologies also stand out as a more attractive renewable energy option 

to African countries, as there have been a steady fall in the cost of solar technologies 

[7]. Solar energy is less prone to supply uncertainty as it is the most abundant renew-

able energy resource in Africa; For instance, the Sub Saharan and North Africa re-

gions are richly endowed with great solar energy potential [12]. However, sub Sa-

haran is still in the dark while North Africa is on the verge of exporting solar energy 

to the Europe [13].   

3. Methodology 

In this study, linear programming modelling in utilized in investigating solar ener-

gy growth in selected African countries. Linear programming is used in maximizing 

or minimizing a linear function, having some constraints. Its applications span diverse 

field of study; telecommunications, construction, thermal science, medicine, and 
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many others [14]. In this study, the linear programming is used in finding the opti-

mum parameters.  

In the modelling procedure, the difference in solar growth between 2000 and 2014 

is implemented as the independent variable. The dependent variables that are used in 

modelling the solar energy growth are; number of policies, carbon emissions, Gross 

Domestic Product (GDP), energy consumption, and solar radiation. The dependent 

variables are retrieved from the database of dependable sources, and this will be dis-

cussed in details in the subsequent sections. The solar energy installed capacity level 

for each country of analysis was retrieved from the IRENA database. The difference 

between the installed capacity in 2014 and 2000 refers to the “solar growth” in this 

study. 15 African countries were studied and divided into three sections based on the 

level of their solar energy growth for the 14 years. The sectional divisions have five 

countries each, and this is made based on similar growth rate across 2000-2014. Sec-

tion 3.1 will give more explanation on the sorting of the countries considered, section 

3.2 explains in clarity, the parameters utilized in the modelling, section 3.3 gives a 

summary of the modelling technique, and section 4 gives the result from the simula-

tion modelling 

3.1. Country categorization 

For the purpose of this paper, the countries will be grouped as; Developed (Section 

A), moderately developed (Section B) and Less developed (Section C) countries. Sec-

tion A countries are; Egypt, Morocco, Algeria, Uganda and South Africa. Section B 

countries include; Mauritius, Kenya, Nigeria, Mauritania, Tunisia. Section C coun-

tries cover; Angola, Tanzania, Cape Verde, Rwanda and Mozambique. The countries 

are grouped based on their individual solar energy production. The first group consist-

ing of 5 countries are those whose solar energy installed capacity within the 14 years 

considered ranges between 20-914MW, in same vein, Section B countries range be-

tween 15MW-18MW and Section C countries are between 7MW-12MW. It should be 

noted that there are other countries in Africa that had an increase in installed capacity 

of solar energy growth within the period considered in this study. However, the 

growth levels (<1MW) were too minimal to be considered in this study, as they af-

fected the modelling result due to the significant difference in value as compared with 

the other countries considered. The table 1 shows the solar growth between 2000 and 

2014 of the countries considered in this study.  
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Table 7.Solar energy growth 

 

Sections Countries Solar Energy production 

  2000                          

2014 

Growth 

 

Group A 

(20-914MW) 

South Africa 8 922 914 

Egypt 0 35 35 

Morocco 7 40 33 

Algeria 2 28 26 

Uganda 0 20 20 

 

 

Group B 

(15-18MW) 

Mauritius 0 18 18 

Kenya 4 22 18 

Nigeria 0 16  

Mauritania 0 15 15 

Tunisia 0 15 15 

 

Group C 

(7-12MW) 

Angola 0 12 12 

Tanzania 0 11 11 

Cape Verde 0 9 9 

Rwanda 0 9 9 

Mozambique 0 7 7 

 

The largest growth of solar energy in Africa between 2000 and 2014 occurred in 

South Africa with a growth margin of 914MW.  

3.2. Modelling 

The model used is the multiple regression method. The model equation employed 

is: 

 

𝑃 = 𝑎 ∗ 𝑋1
𝑏 + 𝑐 ∗ 𝑋2

𝑑 + 𝑒 ∗ 𝑋3
𝑓 + 𝑔 ∗ 𝑋4

ℎ + 𝑖 ∗ 𝑋5
𝑗 + 𝑘                                (1) 

 

Where P represents the solar energy growth estimation, 𝑋1 represents carbon emis-

sion, 𝑋2 represents GDP per capita, 𝑋3 represents population, 𝑋4 represents no. of 

policies and 𝑋5 represents energy consumption. The weights; a, b, c, d, e, f, g, h, i are 

obtained from the MATLAB simulation results. The percentage error  𝒆(%)is also cal-

culated as the percentage difference between the real solar growth and the predicted 

growth of each country in each categorization.  

The significance of the relationship between the solar growth and the parameters is 

shown by the root mean square value. Root mean square error is a measure of the 

deviation of the predicted values to the observed values. In calculating the total root 

mean square, the equation format used is shown in Equation (2).  
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Total RMSE = √
∑ (𝑦̌𝑖−𝑦𝑖)

2𝑛
𝑖=1

𝑛
       (2) 

Where 𝑦̌𝑖 represents the observed value. In this study, the observed values are the 

solar growth of the countries considered. 𝑦𝑖  Represent the predicted values, which is 

the predicted solar energy growth calculated using the model equation given in equa-

tion 1 

𝑇𝑜𝑡𝑎𝑙 𝑅𝑀𝑆𝐸 = 𝑞𝑟𝑡(𝑚𝑒𝑎𝑛((𝑠𝑜𝑙𝑎𝑟 𝑒𝑛𝑒𝑟𝑔𝑦 𝑔𝑟𝑜𝑤𝑡ℎ − 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛)2))  (3) 

The total RMSE value is minimized to obtain the optimum combination of varia-

bles (factors). The optimum model equation is then used in the sensitivity analysis to 

make prediction of solar growth upon percentage increment of 10% to 50% of the 

variables used in the simulation model. This is presented in the prediction analysis 

section.  

The MATLAB Rb17 is used in carrying out the simulation modelling and sensitivi-

ty analysis.  

3.3. Results and Discussion 

In this section, the modelling results of the different sections of the country catego-

rization are presented. The final model equation, which is the Predicted solar growth, 

from the simulation is also presented 

Modelling Results of Section A Countries 

The table 2 is a representation of the results of the study done for section A coun-

tries showing their predicted growth. 

 

Table 2: Predicted growth of section A Countries 

Countries 

Real 

Growth 

𝑷 

(1) 

𝒆(%) 

(1) 

South Africa   914 819.457 10.343 

Egypt   35 187.889 -436.827 

Morocco   33 22.553 31.657 

Algeria   26 163.535 -528.981 

Uganda   20 -1.839 109.194 

RMSE  101.875  

𝒆̅(%)   -162.922 

 

𝑃=0.008𝑋1
2.45 +0.249𝑋2

0.21 + 1.130𝑋3
−0.091-0.061𝑋4

−0.359 − 1.958𝑋5
0.316 + 5.595          

(6) 

 
Table 2 shows a very high percentage error; thus, the model did not work well. A 

possible explanation for this is the disparity in the growth of solar energy in South 



169 | P a g e  

 

 

Africa which is way higher than the others in the section. This model is then carried 

out without South Africa in the country mix and the result is shown in table 3. 

 

Table 3: Predicted growth of developed countries 

Countries 

Real 

Growth 

𝑷 

(1) 

𝒆(%) 

(1) 

Egypt   35 32.96 5.54 

Morocco   33 27.30 18.00 

Algeria   26 33.66 -28.96 

Uganda   20 19.45 1.76 

RMSE  4.92  

𝒆̅(%)   -0.91 

 

𝑃=4.22𝑋1
0.36 +0.45𝑋2

0.16 + 1.37𝑋3
−2.2 + 0.29𝑋4

0.21 + 4.34𝑋5
0.14 + 2.14                         

(7) 

 

Equation 7 shows the result of the model without the inclusion of South Africa. 

The equation is constructed using the values derived from the optimization result and 

inputted in the model equation as shown in equation 1.  

Modelling Results of Section B Countries 

A similar analysis is done for section B countries as was done for section A coun-

tries and a table of the results is shown ın table 4. 

 

Table 4: Predicted growth of Section B countries 

Coun-

tries 

Real 

Growth 

𝑷 

(1) 

𝒆(%) 

(1) 

𝑷 

(fi-

nal) 

𝒆(%) 

(fi-

nal) 

Mauritius 18 18.50 -2.77 19.43 -7.98 

Kenya 18 13.50 25.00 15.74 12.52 

Nigeria 16 23.50 46.87 19.47 -21.72 

Maurita-

nia 
15 11.68 22.13 15.01 -0.07 

Tunisia 15 17.14 14.28 19.15 -27.66 

RMSE   3.26   

𝒆̅(%)     -8.98 

 

𝑃=2.80𝑋1
0.274 +0.34𝑋2

0.156 + 1.38𝑋3
−3.073 + 1.23𝑋4

0.2365 + 3.67𝑋5
0.21435 + 1.59         

(8) 
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Equation 8 shows the optimal result for the optimization iterations. The iteration 

was done severally until the final optimization point is derived. The values derived 

are inputted into the model equation as shown in equation 1.  

Modelling Results of Section C Countries 

A similar analysis is done for section C countries as was done for section A and B 

countries and the table of the results is shown in table 5. 

Table 5: Predicted growth of less countries 

Coun-

tries 

Real 

Growth 

𝑷 

(1) 

𝒆(%) 

(1) 

𝑷 

(final) 

𝒆(%) 

(fi-

nal) 

Angola 12 11.60 3.25 11.75 2.08 

Tanzania 11 10.73 2.39 10.81 1.69 

Cape 

Verde 
9 11.30 25.59 9.59 -6.66 

Rwanda 9 9.03 -2.67 9.32 -5.93 

Mozam-

bique 
7 8.48 21.23 7.33 -4.81 

RMSE   0.41   

𝒆̅(%) 
    -2.72 

 

𝑃=0.92𝑋1
0.13 +2.56𝑋2

0.20 + 5.43𝑋3
−0.63 − 2.28𝑋4

0.68 + 0.64𝑋5
0.007 − 0.76               

(9) 

Equation 9 shows the optimal result for the optimization iterations. The iteration 

was done severally until the final optimization point is derived. The values derived 

are inputted into the model equation as shown in equation 9.  

3.4 Prediction Analysis 

The equation derived from the model is used in making predictions of future solar 

energy situations upon increments of the factors stated. The increment used was be-

tween 10% and 50%. The decision variable which causes the most prominent increase 

in solar energy is deemed as the factor with most effect on solar energy growth in that 

country.  

Section A Countries  

The percentage increase of 10% to 50% for each of the countries in the section A 

was done. The most significant effect was seen in carbon emission increment. This is 

shown in the figure 8. A sensitivity analysis is also investigated for all the factors 

considered in order to determine the parameter that would have most effect on the 

growth of solar energy.  
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Fig.1. Predicted growth for de Section A Countries(All factors) 

 

From the prediction analysis using the optimum model, it is seen from figure 1 that 

carbon emission has the most significant effect on the production of solar energy in 

this categorized region of Africa. This is not to say that the other factors do not con-

tribute to the solar energy development, however, the model proofs that renewable 

energy policies are enacted basically due to reduction of greenhouse gases in the re-

gion.  

 

 

Fig.2. Predicted growth for Section A Countries (carbon emission) 

It is seen from figure 2 that fossil fuel usage will still be a major source of energy 

production in this countries, as increasing carbon emission is modelled from 10% to 

50%, however, this trend will cause more solar energy projects to be installed. This 

result is backed up by literature, as Morocco where about 90% of the energy produc-

tion comes from imported Oil, recently commissioned the largest solar project in the 

world; the NOOR project.  Carbon emission is one of the issues been considered for 

mitigation.  A study by [15] agrees that solar energy is slowly coming up to solve 

issues regarding reducing carbon emissions and the author also explained that the 

severity of CO2 emissions intensity on the economic activities, need to reduce by 

85% between 2015 and 2050. Carbon emission has a significant influence on the 

growth of solar energy because of the ability of the renewable energy to de-carbonize 
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energy which is a key aspect of climate change mitigation [16]. This is one of the 

many reasons why solar energy is being considered 

Section B countries 

Upon carrying out the predictions for all the factors to check their impact on the 

possible solar energy growth, energy consumption proves to cause the most signifi-

cant growth in the section B countries.  

 

The same method is applied for the other parameters as done for the section B 

countries.  

 

 
Fig.3. Predicted growth for Section B countries(All factors) 

 

From the figure 3, it is seen that the major influencer of solar energy development 

in the countries is energy consumption. Nigeria, for instance is one of the most popu-

lous countries in Africa, and the high energy demand of the population is a significant 

factor for solar energy development in the country.  

 
Fig.4. Predicted growth for Section B countries (Energy consumption) 

 

From figure 4, it is seen that increasing energy demand in the countries in this sec-

tional categorization will cause more solar energy development.  A previous study 

agrees with this research outcome that the demand for solar energy is increasing and 
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as such, investments required for this renewable energy are increasing too[17]. This 

ultimately results to the growth of solar energy.  Another study by [18] showed that 

solar energy development among other renewable contributes is influenced by energy 

consumption (demand). Solar energy is experiencing an increase in consumption as 

countries have come to recognize the negative impacts of burning fossil fuels and this 

has resulted to increased competition. On the other hand, [19] stated clearly that the 

increase in demand for solar energy has resulted to the decline in the GDP of coun-

tries that export and produce fossil fuel. 

 

Section C countries 

Having carried out the predictions for the 10% to 50% increase in each of the pa-

rameters considered, GDP showed the most significant effect for each increment. 

 

 
 

Fig.5. Predicted growth for Section C countries(All factors) 

 

The figure 5 shows that the increase in the economy of the countries in this section 

represent the most significant effect on solar energy development.  

 
Fig.6. Predicted growth for Section C countries(GDP) 
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Figure 6 shows that as the GDP increases, there will be more energy development. 

A previous research emphasized on that increased GDP will have an effect on solar 

energy development [20]. [21] also mentioned that increased GDP (economic growth) 

influences solar energy development and the solar energy in turn helps to boost the 

economy through its increasing investments and increasing global production of solar 

panels. Investing in solar energy also contributes to the economy and it also encour-

ages energy security and easy energy access for economies in Africa [22]. An in-

creased GDP will make it possible for solar energy production, creating a good mar-

ket value and also make it accessible to those who demand it. 

4. Conclusion 

The diffusion of solar energy in the African countries has grown steadily over the 

years, however, there is an uneven trend of this growth. This is despite the fact that 

solar energy resource is abundant throughout the countries within the continent. With-

in the scope of the findings of this study, it was suggested that there are several fac-

tors that could have aided the growth of solar energy in the solar developed countries 

as compared to the many other African countries that are still heavily reliant on fossil 

fuels and biomass for energy generation.  

The possible factors studied alongside the solar energy growth between 2000 and 

2014 are carbon emission, energy consumption, GDP, renewable energy policies, and 

population.  The result shows that different factors aid solar growth in both the differ-

ent solar developed classifications and each country. Carbon emission is the most 

significant factor that has aided solar energy production amongst the developed Afri-

can countries. Predictions show that Algeria would experience steadier solar energy 

growth in the coming years. Amongst the moderately developed region, energy con-

sumption is the driving force for the solar energy growth between the times period 

considered. While in the less developed countries, increase in GDP was the spurring 

factors towards solar energy growth. Predictions thus projects that as GDP increases 

in the countries in this section (Angola, Tanzania, Cape Verde, Rwanda and Mozam-

bique), the solar energy production would also increase 
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Abstract. In this study, two important policies used by governments for the de-

ployment of renewable energy will be compared. These policies are feed in tar-

iff guarantee and feed in premium. YEKDEM, a policy based on feed in tariff is 

implemented in Turkey. In Europe, the feed in premium mechanism has taken 

over the feed in tariff mechanism recently. In this context, the development, ad-

vantages, disadvantages of these two policies will be discussed and explained 

what should be done by giving examples from Europe to implement a feed in 

premium based system instead of YEKDEM, which still remains unclear how it 

will continue after 2020 

Keywords: Feed-in-tariff, feed-in-premium, renewable energy, strategies for 

financing renewable energy. 

1 Introduction 

Renewable energy has increased in the world in 2000s due to the international trea-

ties such as the Paris Agreement and the Kyoto Protocol, and the countries' desire to 

get rid of dependence on fossil fuel resources. The policies developed by states on this 

issueis undoubtedly have taken an important place for this deployment. The most 

important of these policies is the feed in tariff mechanism and this mechanism has 

been used in more than 50 countries. The mechanism of supporting renewable energy 

resources in Turkey (YEKDEM) is a kind of this policy. In recent years, payments 

made to renewable energy plants through the feed in tariff mechanism have started to 

be reduced in most countries where this policy is preferred. In fact, due to the whole-

sale electricity price distorting effect of the feed in tariff in Europe, this policy has 

mailto:manil.akkaya@epias.com.tr
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gradually begun to be replaced by the feed in premium [1]. Therefore, the practices in 

Europe will be explained the rest of the paper. Some recommendations will be given 

inspired of implementations in Europe, using some empirical data that relevant to 

current policy YEKDEM for Turkey 

 

2 Comparison of Feed in Tariff and Feed in Premium 

Feed in tariff is an energy supply policy that focuses on supporting the develop-

ment of new renewable energy projects by offering long-term purchasing agreements 

for renewable energy sales [2,3,4]. The feed in premium policy is a mechanism where 

electricity generated from renewable energy sources is sold from the spot electricity 

markets and renewable energy producers receive premiums at the spot electricity 

price. [4,5].  

Technology, installed power, quality of the source or the location of the project are 

taken consideration determining incentive price in feed in tariff mechanism. In addi-

tion to the payment made with the feed in tariff, a bonus payment can made for the 

restrengthening of the power plants or the development of innovative technologies 

[4]. In addition, there are ancillary design elements such as predetermined tariff dis-

counts, sensitive tariff discounts, tariff discounts according to inflation, high tariff 

payment at high electricity demand hours [4,6,7]. 

In determining the incentive price with feed in premium, there are payment designs 

according to fixed price or floating price. In fixed price design, payment is made ac-

cording to the determination of a fixed floor and cap depending on the spot electricity 

markets [5]. Sliding premium guarantee payment can be designed in four different 

ways [4]. The first design is to set cap and floor in the total premium amount. In other 

words, when the spot electricity prices fall below the determined floor price, the pre-

mium amount to be paid increases; no premium payment is made when the spot elec-

tricity price exceeds the cap price to be determined [4]. Putting floor and cap  on the 

total payment amount which is the second design is a way of ensuring that the reve-

nues under the premium price option remain within a sufficient range to encourage 

investors while securing the hedging benefit of renewable energy sources as electrici-

ty prices increase [4]. The third designed is spot market gap model. In this design, the 

difference between the average price in the spot electricity market and the minimum 

payment guarantee level is paid. If the spot electricity market average is below the 

minimum payment guarantee, no premium will be paid in any way [4]. The fourth 

design is the premium guarantee prices being determined as a percentage of spot elec-

tricity prices. This means that premium guarantee payments can suddenly rise and fall 

in response to market price trends [8] 
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3 The Evolution of Feed in Tariff Mechanism Towards Feed in 

Premium Mechanism in EU Countries 

The commission working document on renewable energy support mechanisms 

published as of 2013 November includes  first time in EU level that emphasizes that 

the feed in tariff should be replaced with the feed in premium [1] Accordingly, coun-

tries implemented feed in tariff policy such as Germany, France, England, Austria, 

Belgium, Czechia, Hungary, Ireland, Luxembourg and Greece  reduce the fixed tariff 

guarantee with formulas that are dependent on variables such as source type and infla-

tion [10,11]. Feed in premium implementations are detailed below.  

 

3.1 Implementation of Feed in Premium in EU Countries 

The main support mechanism has been feed in premium in France with 2015/932 

numbered law the enacted in August 2015. Due to the nature of this mechanism, a 

bonus payment is made to renewable power plants that cost more than the prices in 

the electricity market. In the mechanism in France, premium tariffs are determined 

either by direct guaranteed contracts or by the tender process [11]. Onshore wind 

power plants with an installed capacity not exceeding 3 MW, offshore wind power 

plants with an installed power not exceeding 6 MW, hydroelectric power plants with 

an installed power not exceeding 1 MW, biomass power plants that only use domestic 

waste, biogas power plants that installed power of 500 KW and 12 MW that used 

methanization of urban or industrial sewage,biogas power plants that installed power 

of 500 KW and 12 MW  that  provides fuel from harmless garbage tanks benefited 

from direct guaranteed contracts. In addition to these, geothermal wells shall be locat-

ed in the same geothermal site for geothermal power plants benfited from direct guar-

anteed contracts. However project developers of geothermal power plants have to 

apply for supporting mechanism before starting the installation ıf they benefited from 

direct guaranteed contracts [10]. In the payment design, depending on the type of 

power plant source and the technology used, the management premium is added to the 

difference between the reference tariff defined by the French regulator every year and 

the price of electricity in the wholesale market. 

Reference tariffs can be reduced by 30% to 60% with a formula based on annual in-

flation [10]. The feed in premium policy can be implemented both within the tenders 

and on a direct market basis in Germany. Tenders are only valid for projects of a cer-

tain size. Unlike in France, the reference tariff is calculated monthly, not annually in 

Germany. Monthly generation values of renewable power plants are used in determin-

ing the reference tariff. Reference tariffs range from 8.91-12.70 Eurocent / kWh for 

solar energy, 4.66-8.38 Eurocent / kWh for onshore wind power plants,1.4-3.9 Euro-

cent / kWh for offshore wind power plants,25-25.2 Eurocent / kWh for geothermal 

power plants, 3.47-12.40 Eurocent / kWh for hydroelectric power plants and 5.71-

13.22 Eurocent / kWh for biomass power plants. Reference tariff levels can be 

changed through laws or reduced based on newly established capacities in the rele-

vant resource type [10].Renewable energy support mechanisms are managed by the 

Electricity Services Directorate (Gestore dei Servizi Energetici, GSE) in Italy. Elec-
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tricity generated from renewable energy resources will be sold to the markets or to the 

Electrical Services Directorate. Thus, the Directorate of Electric Services will act as a 

mediator between the producer and the market. Producers can decide whether they 

want a guaranteed minimum price or a market price. In case the market price is higher 

than the guaranteed minimum price, the producers will receive annual payments. This 

mechanism is the feed in premium system in Italy (ritiro dedicato). Solar power plants 

with an installed power of up to 100 kW, hydroelectric power plants with an installed 

power of up to 500 kW, and those with an installed power of up to 1 MW for all re-

maining renewable plants benefit from this mechanism [10]. Denmark is one of the 

EU countries that promote renewable energy generation through feed in premium. 

Renewable power plants receive a sliding bonus above the market price. There are 

two types of premium guarantee incentives. One of the both is maximum bonus pay-

ments and when maximum bonus paid,the sum of the given bonus and market price 

will not exceed a legal maximum value determined depending on the connection date 

of a particular facility and the energy source used.  

The second type of premium guarantee is the guaranteed bonus. In some cases, re-

newable power plants are given a guaranteed bonus at the market price. Incentives 

given in such cases are not defined by law. For example, the guaranteed bonus for 

onshore wind farms is 0.25 DKK / kWh, the maximum bonus is 0.58 DKK / kWh. If 

the onshore wind farm belongs to a supplier company, the maximum bonus is 0.33 

DKK / kWh [11] Apart from these countries, other countries where premium tariff 

levels are determined by a regulator from European Union countries are Belgium, 

Bulgaria, Czechia, Greece, Hungary, Luxembourg [12]. 

 

 

4 Empirical Indicators Relevant with Yekdem Implemented in 

Turkey 

4.1 YEKDEM and Market Clearing Price 

The Law Amending the Law on the Use of Renewable Energy Resources for Elec-

tricity Generation was enacted and published in the Official Gazette No. 27809 dated 

8/01/2011. This law is known as the Renewable Energy Law No. 6094. Feed in tariff 

system, which is still used today, and a mechanism with bonus payments for power 

plants with domestic components, has been established with this law. Hydroelectric 

power plants, whose reservoir area of less than 15 km2, wind power plants solar pow-

er plants biomass power plants and geothermal power plants   will be utilized tariff 

guaranteed payments, in case these power plants put into service between 18.05.2005 

and 31.12.2015. Later, this mechanism was extended for renewable power plants that 

were put into operation between 2016 and 2020 by amending the relevant article of 

the law.Fixed tariff guarantee prices applied since the enactment of Law No. 6094 are 

$ 13.3 / MWh for solar and biomass, $ 10.5 / MWh for geothermal, and $ 7.3 / MWh 

for hydroelectricity and wind [13].  When the feed in tariff mechanism is implement-

ed through this law, it is based on payment basis according to the metering data of the 
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renewable power plant until May 1, 2016. Later, this payment design was associated 

with market clearing price and renewable power plants were designed to repay this 

overpayment if it received a payment above the market clearing price [14]. This situa-

tion can be considered as the first step to premium guarantees in Turkey and is the 

first attempt to prevent distortion in the markets. However, when the 32,160 hours 

between May 1, 2016 and December 31, 2019 were analyzed, it was observed that 

market clearing price was below the lowest incentive price that is $ 7.3 / MWh in 

31.866 hours. This change is meaningless due to market design. Because these power 

plants sell the electricity they generate to the spot markets and receive advance pay-

ments. Therefore, there is an incentive restriction only when market clearing price is 

above the incentive price. These hours are quite low as indicated in the graph below. 

 

                                 
Figure 1: Comparison of Market Clearing Price and Incentive Price [15] 

 
4.2 YEKDEM and Market Situation 

In order to discover the effect of YEKDEM on the market, the behavior of 

YEKDEM participants was observed in the day ahead market operated by EPİAŞ and 

where the reference price of electricity determined. In these observations covering the 

first 12 months of 2019, hourly average 9,823 MWh price independent offer was sup-

plied. Price-independent sales offer is preferred that by market participants who do 

not want to reflect their marginal cost to the electricity market and want to trade with 

market clearing price. It is estimated that the plants benefiting from YEKDEM act in 

this way. The final daily production plan  reported to TEİAŞ as a result of the transac-

tion made by the YEKDEM power plants in the day ahead market for the first 12 

months of 2019 through the EPİAŞ transparency platform was filtered by source type 

to support this idea. The results support our prediction. The hourly average value final 

daily production plan of the power plants benefiting from YEKDEM in these 12 

months is 7.429 MWh. 
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Figure 2: Price Independent Sell Quantity & Final Daily Production Program of 

YEKDEM [15] 

5 Conclusion 

Credit debt situation resources type, importance of power plant’s location etc. are 

taken consideration and created a scale according to these variables. After determina-

tion of this scheme fixed guarantee payments should be reduced gradually to rules 

that determined with this scheme. These schemes can be valid situation for power 

plants benefiting from YEKDEM. Apart from this premium guarantee scheme mech-

anism should be established in which variables such as resource type, technology, 

inflation, electricity demand, and project location are taken into account for new in-

vestments. 
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Abstract. Two-chambered MFC was used for experiments and the connection 

between anode and cathode compartments was made by a salt bridge. The elec-

trodes were made of carbon rods. The anode chamber was filled with molasses 

medium and the cathode chamber was contained 50 mM K4[Fe(CN)6]. The mo-

lasses was added at 50 mL/L, 100 mL/L, 150 mL/L and 300 mL/L concentra-

tions. The inoculum was taken from Akkaya Lake, which was the main drain-

age dam for domestic wastewater in Niğde. The MFC was operated in fed-batch 

mode at 25°C and 100 rpm and the system was monitored with a Fluke 8846A 

multimeter at 20 minutes interval. The COD removal of molasses medium de-

termined as ΔCOD. The columbic efficiency calculated by current and COD 

removal values. The results were showed the voltage generation of microbial 

consortia in MFC  from 400 hours to 592 hours. The voltage generation is simi-

lar for 50 and 100 mL/L and 150 and 300 mL/L molasses concentrations. On 

the other hand, the COD removal efficiency values were different and that was 

affected by the bioelectricity production of MFC. The most effective molasses 

concentration was determined as 50 mL/L due to columbic efficiency and COD 

removal values.  

Keywords: Biomass, Microbial fuel cells, Molasses, Voltage generation 

1. Introduction 

The global population increased in steady and consistent values that resulted in 

drastically rising fossil fuel usage also, wastewater augmentation and pollution. The 

recognition of renewable energy caused by increased public requirements and unbal-

anced usage of energy. The main issue in today’s world is the replacement of fossil 

fuels with renewable energy sources.  The interest of fuel cells technology as a new 

source of renewable energy rises in nowadays [1-6]. 

Microorganisms enzymes should use for energy production from different sub-

strates in biological fuel cells. Microbial Fuel Cells (MFCs) is one of the major cate-

gories of the biological fuel cell. In MFCs, microorganisms convert the chemical 

energy, which found in the organic matter in wastewater, to the direct electricity. 

mailto:tubaartan@ohu.edu.tr
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Thereby, high-organic wastewater treatment and simultaneous electricity generation 

should make by MFC technologies and different substrates eg. food processing wastes 

would be useful as organic source [4, 7-11].  

Industrial wastewaters are significant pollution issues due to the high Chemical 

Oxygen Demand (COD) and nitrogen values, which have detrimental effects on the 

ecosystem. The MFC reactors could use for COD removal as 99% in primary sludge 

in 1-5 days’ anaerobic incubation period. The manufacture of food process (starch, 

sugar, dairy or brewery) products involves a large amount of water usage, conse-

quently resulting in large quantities of wastewater and different wastes. These 

wastewaters should be use as substrates for electricity generation in MFCs [3, 12-17]. 

Molasses, which has high COD values, low pH, strong odor and the dark brown color, 

is one the most pollutant in sugar processing industries [1, 4, 18-23].  

This study is about the effect of molasses concentration on voltage generation, cur-

rent and power density values that were determined as a function of microbial com-

munity growth at 30 days incubation period.  

2. Material and Method 

2.1. MFC Setup 

Two-chambered MFC made from glass cylinder and total volume of MFC is 0.75 

L. The volumes of anode and cathode compartments are 300 mL. The anode and 

cathode compartments connected with the salt bridge was prepared with straight glass 

cylinder which has 150 mL volume and filled with 5% agar-agar and 1 M KCl solu-

tion used due to inexpensive option [24]. The electrodes were made of carbon rods 

0.8 cm in diameter and 10 cm long. The surface area of the electrodes was 7.1296 

cm2. In order to fill the anode chamber with molasses medium sparged with nitrogen 

for 30 minutes.  Experimental MFCs use chemical oxidizers because of this the catho-

lyte solution prepared with 50 mM [K3Fe(CN)6] and aerated [2, 3, 16].  

2.2. Inoculum and Medium 

The medium and catholyte solution prepared with 50 mM phosphate buffer solu-

tion (PBS) was prepared with 2.452 gr/L NaH2PO4 and 4.576 gr/L Na2HPO4 and 0.13 

gr/L KCl added for conductivity. The molasses medium used for bacterial growth at 

anode chamber was prepared with PBS and 1.0 gr/L (NH4)2SO4 and 0.5 gr/L KH2PO4 

added to the medium. Molasses added at 50 mL/L, 100 mL/L, 150 mL/L, and 300 

mL/L concentrations as a carbon source to medium. The pH value of medium settled 

to 7.0 with 0.1 M H2SO4 and 0.1 M NaOH [25-27]. The anode chamber fed with mo-

lasses media at 48 hours period for support to bacterial growth in the incubation peri-

od and the experiments conducted at 25°C in a temperature-controlled shaker. The 

inoculum was taken from Akkaya Dam, which was the main drainage dam for domes-

tic wastewater in Niğde. The collected samples were stored at 4°C before COD and 
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optical density (OD) analyses. COD values determined with standard COD measure-

ment method [14, 23] and the OD values were determined with at 600 nm [20].  

2.3. Data acquisition and measurements 

The MFC was operated in fed-batch mode at 25°C and 100 rpm in a temperature 

and shaker controlled-incubator and the system was monitored with a Fluke 8846A 

multimeter at 20 minutes interval. The circuit completed with a 10 Ω resistor, which 

applied by multimeter to determine the power generation as a function of load. Cur-

rent (I) was calculated according to Ohm’s law with resistance (R) from the voltage 

(V) and normalized by the surface area of the anode. Besides, Power (P) was calculat-

ed with P=IV formula and normalized with total MFC volume. The columbic effi-

ciency calculated by integrating the measured current to relative to the theoretical 

current based on the consumed molasses and normalized with volume [15, 24]. 

The COD removal of molasses medium determined as ΔCOD (CoCOD- CCOD). 

Removal rate of COD was determined the given formula(1) [25]: 

Removal of COD %= [(CoCOD – CCOD)/CoCOD]*100 (1) 

 The columbic efficiency calculated with given formula (2): 

𝐶𝐸 =
𝑀∫ 𝐼𝑑𝑡

𝑡
0

𝑛𝑣𝐹ΔCOD
   (2) 

Where M is the molecular weight of oxygen, I is the current, F is the faraday’s 

constant, n=4 is the number of electrons exchanged per mole of oxygen and v is the 

anolyte volume [15, 23, 26].  

3. Results and Discussion 

The concentration and biodegradability of the organic matter and temperature of 

wastewater and the absence of toxic chemicals will be affected by the success of MFC 

applications directly[26]. H-shape systems are used to determination of basic parame-

ters of MFCs and ın this work, used that system. The amount of molasses in the anode 

chamber fed with the 48 hours intermittent period while maintaining a certain level of 

microbial growth is regularly and consistently for high output voltage level. The MFC 

was incubated for 30 days at 25 °C to monitor microbial growth and voltage genera-

tion. The voltage values of the MFC were recorded at 20 minutes intervals during the 

whole incubation period. 

3.1. The effect of molasses concentration on voltage generation  

The produced voltage values of MFC were equilibrated at 20 days of incubation 

period and this situation is coherent with literature (Catal et. al., 2008; Haddadi et. al., 

2014; Taşkan, 2016). Fig. 1 was showed the voltage generation of microbial consortia 
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in MFC at 50, 100, 150 and 300 mL/L molasses concentrations from 400 hours (ap-

proximately 20 days of incubation) to 592 hours (approximately 30 days of incuba-

tion). It is clear from the graph the voltage generation at 50 and 100 mL molasses 

concentrations were higher than 150 and 300 mL molasses concentrations.  The volt-

age values were recorded at the beginning and at the end of feeding cycles in 20-30 

days incubation period was shown in Table 1. The voltage generation of anodic com-

partments were 0.380 V, 0.380 V, 0.260 V and 0.280 V for 50, 100, 150 and 300 

mL/L molasses concentration sequentially.  

 
 

Fig. 1. The voltage generation of MFC with different molasses concentrations at 20-30 days 

of incubation period. 
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Table 1. The voltage values of MFC with different concentrations of molasses concentration at  feeding cycles at 20-30 days incubation period.  
 

1. cycle 2. cycle 3. cycle 4. cycle 5. cycle 

Molas-

ses Conc.  

After 

Feeding 

(V) 

Befo-

re Fee-

ding 

(V) 

After 

Feeding 

(V) 

Befo-

re Fee-

ding 

(V) 

After 

Feeding 

(V) 

Befo-

re Fee-

ding 

(V) 

After 

Feeding 

(V) 

Befo-

re Fee-

ding 

(V) 

After 

Feeding 

(V) 

Be-

fore 

Feeding 

(V) 

50 mL 0.367

8 

0.382

5 

0.383

8 

0.395

6 

0.396

4 

0.397

3 

0.397

0 

0.385

4 

0.375

2 

0.39

61 

100 mL 0.366

1 

0.380

6 

0.380

4 

0.374

3 

0.384

4 

0.333

7 

0.351

5 

0.344

0 

0.348

1 

0.38

08 

150 mL 0.260

7 

0.289

5 

0.289

7 

0.297

6 

0.297

4 

0.243

7 

0.244

5 

0.284

1 

0.284

2 

0.22

62 

300 mL 0.281

6 

0.282

8 

0.263

1 

0.282

1 

0.260

7 

0.309

1 

0.265

3 

0.283

8 

0.277

3 

0.30

76 
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3.2. Current and Power Densities of MFC 

The current, power, current density (Idens, mA/cm2) and power density (Pdens, 

mW/cm3) were calculated with the given formulas at the data acquisition section 

above and the results were given in Table 2 and Fig. 2 a-b. The calculated Idens and 

Pdens values were determined at approximately constant values that were the maxi-

mum values of current and power density at feeding cycles. The current densities 

were determined as 3.1x10-3 mA/cm2 for 50 mL/L and 100 mL/L concentrations, 

2.3x10-3 mA/cm2 150 and 300 mL/L molasses concentrations sequentially at feeding 

periods of incubation. The power densities were calculated as 22 mW/cm3 for 50 and 

100 mL/L, and 12 mW/cm3 for 150 and 300 mL/L molasses concentration at feeding 

periods of incubation.  

 

 

Fig. 2. a) The current density of MFC at feeding cycles of 20-30 days incubation period b) 

The power density of MFC at feeding cycles of 20-30 days incubation period 
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Table 2. The current density and power density values of different molasses concentrations at feeding cycles of 20-30 days incubation period  

 1. cycle 2. cycle 3. cycle 4. cycle 5. cycle 

Molasses 

Conc. 
Idens Pdens Idens Pdens Idens Pdens Idens Pdens Idens Pdens 

50 mL 
3.16E-

03 

22.76

6 

3.13E-

03 

22.35

7 

3.22E-

03 

23.55

4 

3.15E-

03 

22.51

0 

3.14E-

03 

22.41

4 

100 mL 
3.12E-

03 

22.20

1 

3.17E-

03 

22.84

6 

3.20E-

03 

23.31

1 

3.13E-

03 

22.23

0 

3.08E-

03 

21.61

3 

150 mL 
2.33E-

03 

12.39

8 

2.39E-

03 

12.96

9 

2.36E-

03 

12.63

5 

2.27E-

03 

11.68

5 

2.25E-

03 

11.53

9 

300 mL 
2.28E-

03 

11.87

4 

2.26E-

03 

11.57

1 

2.45E-

03 

13.67

5 

2.33E-

03 

12.34

0 

2.44E-

03 

13.51

7 
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3.3. The columbic efficiency of MFC 

Initial COD values were determined as 10.81, 13.84, 31.15, 50.59 g/L respectively, 

for increasing molasses (50, 100, 150, 300 mL/L) concentrations. In the fed-batch 

MFC system, COD removal was detected merely at 50 mL/L molasses concentration, 

therefore coloumbic activity was calculated at this concentration. The COD change 

(ΔCOD) and the coloumbic activity calculated from COD change (ΔCOD) are shown 

in Fig. 3 at five feeding cycles at 20-30 days incubation period for used MFC system 

in this work.  

 

Fig. 3. The ΔCOD and CE% graph of MFC with 50 mL/L molasses concentration at 20-30 

days incubation period. 

In the 20-30 day incubation period, ΔCOD values were determined as 2.66, 1.07, 

3.75, 2.69 and 2.07 g/L, at the feeding intervals respectively. The columbic activity 

values calculated with the formula given above; were calculated as 15.12%, 44.33%, 

11.51%, 18.74%, and 11.39%, sequentially. According to this, it was determined that 

the CE% increased with the decrease of ΔCOD and the increase of ΔCOD decreased 

the CE%. Therefore, there was an inverse relationship between ΔCOD and CE% val-

ues. 

The two-chambered MFC was run with four different molasses concentrations and 

ıt was clear from the results the higher molasses concentrations were reduced the 

voltage generation and columbic efficiency. The molasses concentrations were in-

creased due to the addition of the molasses with fresh medium and the microbial cul-

ture could not reduce the molasses concentrations and COD values at higher levels. 

The COD values of molasses was reduced only at 50 mL concentration (Fig. 4). 
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Fig. 4. The COD values of four different molasses concentrations at 30-day incubation peri-

od in two-chambered MFC. 

The optical density of microbial biomass was determined as a function of 30-days 

incubation period at four different molasses concentration. The optical density was 

balanced as 1.00 absorbance approximately at 15 days of incubation period in differ-

ent concentrations of molasses (Fig. 5). After 15 days incubation period the microbial 

community balanced and the voltage generation and current density and power densi-

ty came up to similar ratio for different molasses concentrations.  

 

Fig. 5. The microbial density at MFC at different molasses concentrations at 30-days incu-

bation period. 

4. Conclusion 

The voltage in microbial fuel cells is formed by transferring the electrons released 

by the microorganism in the biochemical reactions of the organic matter to the cath-

ode through a circuit over the anode electrode. It is compatible with the literature that 

adaptation to the microbial community at the anode chamber of MFC in the incuba-

tion period. The COD value of the medium is one of the important factors affecting 

voltage production, current, and power density. It has been determined that the in-
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crease in chemical oxygen demand also increases electricity production. On the other 

hand, the increased molasses concentration reduces the effect of the microbial com-

munity due to the high COD value. Considering the voltage generation, current, and 

power density, and columbic efficiency values of the microbial community collected 

from sediment of the Akkaya Dam is considered that 50 mL / L molasses concentra-

tion can be used in electricity production. 
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Abstract. With the increasing population growth, our atmosphere and environ-

ment have been damaged by fossil fuels for many years, and may reduce these 

damages and reduce losses to zero with the idea of 100% renewable energy. For 

this reason, the demand for renewable energy has increased recently and the 

studies are increasing. Wind energy-based studies are also leading in renewable 

energy studies. In this study, made the calculation of the electricity incomes and 

the installation expenses of a turbine to be established in the area with the sup-

port of the softwires before wind turbine installation is carried out on a desig-

nated area in Pendik-Sabiha Gokcen Airport region. These studies have been 

tried to analyze whether the income and expenses to be provided to the munici-

pality of the region will be useful or not at the end of the study. 

Keywords: Wind Energy, Wind Power Plant, Renewable Energy, Energy 

Modelling, Sabiha Gokcen 

1 Introduction 

Energy has become the most needed issue with the growth of the industry. Especially 

in recent years, the energy needs of all societies are increasing. And as it is known, 

the level of development of the countries is directly proportional to the amount of 

electricity they produce. 

In these periods of increasing demand for energy, efforts are being made to convert 

the energy resources used from fossil fuels to renewable energy sources and, if possi-

ble, to 100% renewable energy sources. These studies have started to yield results in 

recent years. 

Many countries are seriously advancing their 100% renewable energy efforts in order 

to reach their own independent energy sources and energy sources that will not harm 

the nature. The governments of the world come together and set policies and conduct 

standardization studies in line with the analysis. One of the leading sources in this 

100% renewable energy project is wind power. The use of wind energy has increased 

recently and its technology is developing rapidly. Wind-generated energy cost (COE) 

can compete with traditional power plants in many parts of the world. 
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Wind energy is widely used in other countries, especially in the USA, Germany, 

Spain, Denmark and India. For instance, while wind energy investments in Europe 

were 52% in 2017, wind energy received the largest share of new renewable energy 

financing in 2018 with around 63%. 

Currently there is an installed wind power capacity of 370 GW in the world and now 

a total of 128.8 GW has been installed in the European Union. As a result of this evo-

lution, the design process is becoming more complex in terms of significant energy 

capacity, which often requires the installation of hundreds of wind turbines (WTs) in 

a limited space. Therefore, it is not easy to choose a wind turbine installation area. In 

order to select this area, all climatological information, topographic structure and 

surrounding houses, high buildings, trees and similar windbreak structures should be 

determined. [1] 

 

In this study, necessary calculations and estimations for wind turbine installation have 

been carried out in order to help the increase of wind energy rapidly and to solve the 

energy demand problems of the regions. These calculations were carried out for Sabi-

ha Gokcen Airport, which belongs to Pendik Municipality. During the study, the nec-

essary climatological information was obtained from the meteorological measurement 

stations, the coordinates of the region were specified in the calculation program and 

the necessary geographical calculations were made and the last data of the region 

were revealed. By integrating these data, the wind turbine cost is also taken into ac-

count and it is determined that the region meets the electricity required, and if the 

region accepts the initial investment cost, it is considered appropriate to install these 

turbines in the region. 

2 Proposed Method 

According to geographical coordinates system, the mathematical position of Sabiha 

Gokcen Region 40,897700 northern latitudes and 29,303300 east longtitudes. Sabiha 

Gokcen is located in the Anatolian Side of Istanbul and Pendik province. The average 

altitude is about 95 m. After the data of that region was taken from Directorate Gen-

eral of Meteorology; the Windsim software program is used to define the climatology 

data of that place for simulation and calculation. 2 Wind Turbines are determined for 

that region to supply electrity to that region. Vestas V-90 model is preferred and the 

rated power is 2MW for each turbine according to Table 1. 
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Table 8. The technical specifications of Vestas V90 model Turbine [7] 

 

Technical Specifications 
Operational Data 
Rated Power 2,000 kW/2,200 kW 

Cut-in wind speed 4 m/s 

Cut-out wind speed 25 m/s 

Re cut-in wind speed 23 m/s 

Wind class IEC IIA;IEC S  

Operating temp. range standard turbine -20 °C to 40 °C 

Operating temp. range low temperature 

Turbine 

-30 °C to 40 °C 

Sound Power 

Maximum 104 dB* 
*Noise modes available 

Rotor 

Rotor diameter 90 m 

Swept area 6,362 m2 

Air brake Full blade feathering with 3 pitch cylin-

ders 

Electrical 

Frequency 50/60 Hz 

Generator type 4-pole(50 Hz)/6-pole(60 Hz)doubly fed 

generator, slip rings 

 

And realistic input values have been considered as Table 2. The programs need al-

so the values for each minute in a season. 
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Table 2. The wind values according to each month [2] 

 

Turkish Republic Ministry of Agriculture and Forestry Directorate 

General of Meteorology 

Wind Data of Istanbul Sabiha Gokcen Airport  

Latitude 40.8977 Longtitude 29.3033 Height: 99m 

Data Jan Feb Mar Apr May June July Aug Sep Dec Oct Nov Average 

Year 

Wind 

Speed 

m/s 

3.2 3.5 3.3 3.2 3.3 3.5 4.1 4.1 3.5 3.3 3.0 3.0 3.4 

Max 

Wind 

Speed 

m/s 

24.7 22.1 24.7 30.4 31.9 22.6 22.1 20.6 29.8 23.1 23.7 25.7 31.9 

Wind 

Dir. 

W SW SSW WSW S SW E NE W NNE S WSW S 

 

3 Designing The Wind Turbine via Windsim Software 

After made the climatology calculation different types visual outputs are obtained 

for area from the program. There are 3 models to show the area as Terrain Model, 

Roughness Model and Map from Satellite with the Wind Turbine that we used for the 

project. 
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3.1 Terrain Model 

 
 

Fig. 1. The terrain model is shown for the selected region 

 

3.2 Roughness Model 

 
 

Fig. 2. Wind Turbines are seems on the roughness calculation of area. 
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3.3 Map from Satellite 

 
 

Fig. 3. Wind turbines are seemed more realistic in the real area. 

 

On the all images that is obtained from the program wind turbines can be seem. The 

selected coordinates of turbines and measuring point are seem easily with that option 

from program. 

After these calculations and obtaining the images about that selected coordinates, the 

climatology calculation is as proceed to next step shown with more details on the 2nd 

part of the software program.   

 

3.4 Simulation 

3D modeling of the area to be worked on is the first operation to achieve a result re-

lated to the calculation of flow areas. As can be seen in Fig. 4, the related study is 

carried out using the Terrain module. Not many changes and additions are made on 

the incoming map by default. As the specified area becomes more precise, the calcu-

lated and predicted distributions appear more intensely and clearly. The detailed area 

selected is located in the middle of the default area. Dimensions are integrated by 

creating a relationship between the area in the middle and the assumed area. And as a 

result of the transactions, the data used to determine the detailed area is stored. [5] 
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Fig. 4. Digital Terrain Model 

 

When finish the modeling of the terrain about the location on the simulation side  

the wind fields must be defined. (Fig. 5.) The Reynolds equations, aka Reynolds 

Mean Navier-Stokes (RANS), determine the wind areas needed in the project. 

The model applied for turbulence closure is the k-epsilon model. Since the equa-

tions used in the calculation process are not linear, the processes applied for the solu-

tion should be repeated with iterations to achieve more precise results. The solution is 

gradually dissolved by iteration, starting from the initial conditions, which are the 

predicted estimates, until a combined solution is obtained. 

Solved flow variables: 

 

The Pressure (P1) 

The Velocity components (U1,V1,W1) 

The kinetic energy of turbulent (KE) 

The dissipation rate of turbulent (EP) 
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Fig. 5. The Wind Fields Calculation [4] 

 

3.5 Placing The Wind Turbines 

To explain this module of the program, the placing module is used to apply the 

climatological data obtained first and then transferred to the program. In order to en-

rich the visuals obtained, the selected objects can also be placed on the land. The fact 

that realistic objects are located on 3D terrain makes the work more visually under-

standable. (Fig. 6.)   

When calculating the placement of turbines, the program takes into account the 

Hub curve, Rotor diameter, Rotation speed, Wind direction for the Power curve; Co-

ordinate system, X and Y position for the position; Noise map height, Background 

noise, Noise at height, Slimming coefficient.  

Sound pressure levels resulting from different wind turbines and ultimately back-

ground sound pressure levels are calculated according to the decibel formula. [3] 

 

 Lp(x,y) = 10 Log10 (Σ 10 0.1 Lpi + 10 0.1 Lpbg) (5) 
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Fig. 6. Result of the objects’ calculation 

 

Another module is the wind source module, this module helps to classify the re-

gions to be calculated and used. For the determined areas to be areas with high wind 

speed, they classify these areas according to the speed and magnitude of the wind. In 

this way, estimated energy production of the selected area can be also obtained. The 

example can be seen in Fig 07. 

 

 
Fig. 7. Wind Resources Example of sector interpolation [6] 
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And the resulting of wind speed depend on wind turbines locations can be obtained 

as seems below outputs from software program. And the location might be analyzed 

about the right place or not. But if the values take consider the choosen place is seems 

a right place to create a turbine plant. (Fig. 8)   [8] 

 

 
Fig. 8. Wind Speeds Results 

 

As a result, after these simulations and calculations the energy summary table can 

be observed as seem below example (Table 9) The all parameters that is important to 

design any plant are noticed at the summary energy production table. 

Table 9. Energy Production Table 

Name Power 

(kW) 

Hub 

height 

(m) 

Density 

(kg/m3) 

Wind 

Speed 

(m/s) 

Power 

density 

(W/m2) 

Gross 

AEP 

(MWh/y) 

Wake 

loss 

(%) 

Full 

load 

hours 

(h) 

Wecs1 2000 80 1.225 5.72 208.0 4469 - 2234.5 

Wecs2 2000 80 1.225 5.51 182.8 4031.3 - 2015.7 

All 4000 - - - - 8500.3 - 2125.1 

Mean - - 1.225 5.61 195.5 - - - 

Reference production at climatology position: Sabiha_10m 

ref 2000 80 1.225 5.56 188.4 4135.5 - 2067.8 

ref 2000 10 1.225 4.61 99.7 2277.9 - 1138.9 



205 | P a g e  

 

 

 

 

4 Conclusion 

The estimation can complete with using that parameters of data and software pro-

gram. And now the result is shown easily after that report for the case when the peo-

ple form that region want to use turbines. And also that calculation can recalculate for 

the more than 2 turbines according to demand. 

 

If we consider the Sabiha-Gokcen Region consumption of any houses is approximate-

ly 2100MW with a year. And the selected turbines can produce about 35.000 MW 

with a year, so they can supply the electricity for a hometown. Also power plant, pro-

duction will always return to profit in the remaining years. 
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